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This article aims to address and solve the oxygen diffusion problem which 

involves oxygen diffraction into a medium that absorbs and immobilizes 

the oxygen concentration at a constant rate. Such types of problems are 

difficult to solve analytically since it is a type of moving boundary value 

problem or one-phase Stefan problem, and such problems require us to 

determine the domain boundary as a part of the solution that is unknown 

or may vary with respect to time. The main governing equation as a 

partial differential equation used to approximately govern the oxygen 

diffusion in an absorbing medium is the heat equation with a moving 

boundary that varies with respect to time. Also, the presence of a moving 

boundary that indicates the farthest point where oxygen enters the 

medium, as well as, the initial distribution of oxygen across the medium 

will raise fundamental mathematical challenges in the solution. The 

approach followed for solving this problem is a semi-analytical method, 

which is a hybrid approach between the variational iteration method and 

the least squares method. These two methods are used to derive an 

efficient iterative approximate solution of the considered problem of this 

paper, because of their simplicity, efficiency and reliability in 

computational applications.  
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1. Introduction 

Boundary-value problems (BVPs) governed by 

partial differential equations (PDEs) that satisfy 

certain conditions on a prescribed domain in addition 

to moving or free boundaries are called moving 

boundary value problems (MBVPs) which are 

important because they accurately describe systems 

that have two states of matter, namely, solid, liquid 

and gas. Practical applications include fluid flow in 

porous media, diffusion and heat flow, ice melting, 

laser ablation, chemical reactions, etc., in which such 

problems are often called Stefan problems [1, 2]. As 

an application to the above, the oxygen diffusion 

problem in a certain medium that consumes oxygen 

is typically divided into two sections, which are 

initially permitted to seep into a medium, where it is 

absorbed at a constant rate. Thus, the problem 

remains in its initial stage until it reaches a state of 

equilibrium that is characterized by the absence of 

oxygen infiltration into the medium. Next, the 

oxygen supply is terminated and hermetically seal 

the medium's surface to stop any further oxygen 

ingress or egress. In the steady state, the medium 

absorbs the oxygen that is already diffusing in it, 

causing the boundary indicating the depth of 

penetration to move back towards the sealed surface. 

The second aspect of this problem entails tracking 

the moving boundary and determining the temporal 

distribution of oxygen in the medium [1, 3]. In 1972, 

Crank and Radhey provided a description of 

obtaining the analytical or numerical approximation 

solutions for the MBVP that models the diffusion of 

oxygen in an absorbing medium [4]. Also, Crank and 

Gopta in 1972 proposed a new approach for solving 

BVPs using a grid system based on the finite 

difference method that moves with the boundary [5]. 
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In addition, a study given by Gupta and Kumar in 

1981 which addresses the oxygen diffusion problem 

in absorbing tissue using a variable-time step method 

unlike other techniques, this method includes the 

time for complete absorption and requires fewer time 

steps. The numerical results are reasonably 

comparable to those obtained by earlier authors [6]. 

Moreover, Liapis et al. in 1982 presented a 

mathematical model formulating the oxygen 

diffusion problem in absorbing tissues incorporating 

a moving boundary for the furthest oxygen 

penetration [7]. In 1999, Ahmed presented a paper 

concerning a new semi-analytical method for solving 

the oxygen diffusion problem, which starts with a 

polynomial representing the oxygen concentration 

profile and then obtains a system of linear equations, 

relating the moving boundary and velocity to 

unknown functions [8]. Later on, in 2006, the same 

author investigated the oxygen diffusion problem in 

sick cells with simultaneous absorption, in which a 

proposed numerical method was developed to trace 

the moving boundary in a sick cell and determine the 

concentration at the fixed surface using a double-

linear system of equations [9]. Also, Boureghda's 

work in 2006, studied the oxygen diffusion problem 

in a tissue using various methods that provide 

analytical and numerical solutions, revealing various 

conditions affecting the moving boundary, [10]. Later 

on, Bougoffa's paper in 2014, presents results from 

the Crank-Gupta and Gupta-Banik methods for the 

oxygen diffusion problem in tissue and proposes a 

new resolution method using the domain 

decomposition method, which gives an accurate and 

efficient approximate result of the solution [11]. In 

2015, González et al. investigated the free boundary 

value problem of oxygen diffusion in a spherical 

coordinated system, identifying the mistakes 

provided in the previous solutions and finding a 

correct solution [12], where a free boundary means a 

movable boundary which do not vary with respect to 

time. Gülkaç in 2016 extended the homotopy 

perturbation method with time-fractional derivatives 

to evaluate a convergent series as an approximate 

solution for some important medical applications, 

which is the oxygen transport into cells with 

simultaneous absorption [13]. Nama and Fadhel in 

2022 analyzed the oxygen diffusion problem as a 

MBVP with a time-fractional order derivative 

through applying the modified Magri's approach used 

in calculus of variation and finds an approximate 

solution of the problem which is converge to the exact 

solution of the problem [14]. The observed fractional 

order model can be improved to include fractional 

order derivatives with respect to time and/or space 

variable and with higher orders. Miklavčič (2023) 

presents a numerical method for evaluating an 

accurate solution of MBVPs, modeled by oxygen 

diffusion in a medium, applied to classic and 

permeable surfaces, and examining approximation 

errors [15]. In this paper, the oxygen diffusion 

problem as a MBVP will be solved using a hybrid 

approach between the VIM and the least squares 

method (LSM). Such equations are so difficult to 

solve analytically, however, numerical and 

approximate methods seem to be necessary and 

reliable to give resolvable accurate results. The 

structure of this paper is as follows. In section 1, 

present a historical background and literature survey 

of the oxygen diffusion problem. In section 2, some 

basic concepts concerning the approximation 

methods used in this work, which are combined 

together to give the proposed hybrid approach. The 

mathematical formulation of the oxygen diffusion 

problem as a MBVP is illustrated and presented in 

section 3. The obtained approximate-numerical 

results are presented and illustrated through figures 

and scheduled in tables in section 4, which shows the 

applicability and reliability of the followed approach 

in this paper. Finally, some conclusions and 

recommendations for further studies are given, 

which are related to the topics connected with this 

work. 

 

2. Basic Concepts 

The VIM is used as a straightforward and efficient 

approach to solving both linear and nonlinear 

problems. The primary approximations of the VIM 

utilize a broad strategy for solving large-scale 

problems expressed in operator form:  

 
𝐿[𝑢(𝑥)] + 𝑁[𝑢(𝑥)] = 𝑔(𝑥),     𝑥 ≥ 0   
 

and when starting with the initial guess solution 

u0(x), then the next iterative solutions are achieved 

using the following recursive approximation formula: 

 

𝑢𝑛+1(𝑥) = 𝑢𝑛(𝑥) + ∫ 𝜆(𝑥, 𝑠){𝐿[𝑢𝑛(𝑠)] + 𝑁[𝑢𝑛(𝑠)] −
𝑥

0

𝑔(𝑠)}𝑑𝑠  

 

where 𝜆 stands for the general Lagrange multiplier, 

which is derived and obtained optimally via 

variational theory [16, 17]. In connection with the 

VIM, a modified VIM that uses restricted variations 

entails incorporating unknown parameters into the 

correction function. The main benefit of this approach 

is its ability to circumvent uncontrollability issues 

problems that arise, from nonzero endpoint 

conditions a common challenge in the conventional 

VIM. We also apply the method to many different 

nonlinear equations, and the numerical results 
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demonstrate that the modified method is accurate 

and helpful in solving a wide range of nonlinear 

differential equations. Moreover, a modified VIM, 

which will abbreviated as MVIM, is applied when the 

obtained sequence of iterated solutions do not satisfy 

some of the initial or boundary conditions and 

therefore they are scaled in order to satisfy such 

conditions [18]. In some cases, the proposed 

modification is made by introducing He’s polynomials 

in the correction function of the VIM [19]. In relation 

to this work, the LSM is a mathematical approach 

which used to find functions that best fit a set of data 

points by minimizing the sum of squared residuals. 

There are two types of LSMs, namely discrete and 

continuous LSMs. In the discrete case, the goal is to 

find a polynomial 𝑝  function of degree 𝑛  that can 

approximate a given function 𝑓  at a set of specific 

locations (𝑥0, 𝑥1, … , 𝑥𝑚) . Here, 𝑚  is greater than or 

equal to 𝑛 . This motivates the investigation of 

discrete LSM. For the social type, it is important to 

accurately represent the function 𝑓  over the entire 

interval [𝑎, 𝑏]. An optimal strategy for selecting the 

node points is to evenly distribute them across the 

interval. The LSM error can be expressed as a 

Riemann sum that approximates an integral as the 

number of terms, 𝑚, tends towards infinity [20-21]. 

The direct Stefan problem consists of finding a 

function to describe a solution 𝑢(𝑥, 𝑡) of certain PDE 

in domain 𝐷  and a function 𝑔(𝑡)  describing the 

position of the moving interface that will satisfy the 

conditions of the equation. In the direct Stefan 

problem, the function 𝑢(𝑥, 𝑡) relies on an unknown 

function 𝑔(𝑡). The study uses a combination of the 

VIM and the LSM to analyze the data. The proposed 

method effectively solves problems by obtaining 

interface position and solution in continuous 

functions, eliminating the discretization of regions 

like classical methods. It produces satisfactory 

results in one or two iterations, compared to classical 

methods that require dense lattices for similar 

accuracy [22-24]. 

 

3. Formulation of Oxygen Diffusion Problem 

Crank and Gupta studied the oxygen diffusion 

problem, which involves oxygen diffraction into a 

medium that absorbs and immobilizes oxygen at a 

constant rate. This phase change will continue until 

a steady state is reached, where oxygen doesn't 

penetrate further. The sealed surface of a medium 

prevents oxygen from entering or leaving, causing 

the boundary marking penetration depth to recede. 

The major problem consists of tracing this boundary 

movement and determining oxygen distribution over 

time [1][4]. The moving boundary of oxygen diffusion 

in the medium is sketched in Figure 1 [10]. 

 

 

 

 
 

Figure 1. Concentration distributions for steady-state at time 𝑡 = 0. 

 The concentration distributions domain of Figure 

1 related to the governing mathematical model 

of the problem is given mathematically by: 
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𝑅 = {(𝑥, 𝑡): 0 ≤ 𝑥 ≤ 𝑔(𝑡) and 𝑡 ≥ 0} 

 

where, 𝑢(𝑥, 𝑡) denotes the oxygen concentration 

at time 𝑡 and state 𝑥, whereas 𝑔(𝑡) refers to the 

position of the moving boundary. Now, 

expressing the problem in non-dimensional 

form, the mathematical model that governs the 

problem under concentration is given by [4, 6]:  

 
∂𝑢

∂𝑡
=

∂2𝑢

∂𝑥2
− 1     … (1) 

where 0 ≤ 𝑥 ≤ 𝑔(𝑡) and 𝑡 ≥ 0 subject to the initial 

condition: 

 

𝑢(𝑥, 0) =
1

2
(1 − 𝑥)2, 0 ≤ 𝑥 ≤ 1  … (2) 

 

whilst the boundary conditions are: 
∂𝑢(𝑥, 𝑡)

∂𝑥
= 0    … (3) 

at the moving boundary 𝑥 = g(𝑡). And  

 
𝑢(x, t) = 0  … (4) 

 at the moving boundary 𝑥 = g(𝑡) 

 

Also, an additional condition is needed for 

evaluating the moving boundary in order to make the 

problem well-posed, which is:  

 
𝑔(0) = 1    … (5) 

 

4. Approximate Solution of the Problem 

The function of oxygen concentration is 𝑢(𝑥, 𝑡)  and 

𝑔(𝑡) is the position of the moving boundary. Findings 

have been calculated using the PTC Mathcad Prime 

6.0.0.0 and Mathcad 15 computer software's. The 

findings have been systematically arranged in tables 

and visually shown in figures. By selecting the initial 

approximations of 𝑢(𝑥, 𝑡) and 𝑔(𝑡) as follows [14]: 

 

𝑢0(𝑥, 𝑡) =
1

2
(1 + 𝑏𝑡 + 𝑐𝑡2)(𝑔(𝑡) − 𝑥)2   … (6) 

in association with the moving boundary 𝑔(𝑡), which 

satisfies the desired condition on the boundary and is 

taken based on the medical phenomena of the 

problem to be more conformable with real-life 

situations, we may define: 

 
𝑔(𝑡) = 1 − 𝑎𝑡2    … (7) 

 

Also, 𝑎, 𝑏, and 𝑐 are parameters to be determined.  

After substituting Eq. (7) back into Eq. (6), we obtain: 

 

𝑢0(𝑥, 𝑡) =
(𝑎𝑡2 + 𝑥 − 1)2(𝑐𝑡2 + 𝑏𝑡 + 1)

2
   … (8) 

By using the following variational iteration formula 

with respect to 𝑥: 
𝑢𝑛+1(𝑥, 𝑡) = 𝑢𝑛(𝑥, 𝑡)

+ ∫  
𝑥

0

  (𝑤 − 𝑥) (
∂2

 ∂𝑤2
𝑢𝑛(𝑤, 𝑡)

−
∂

∂𝑡
𝑢𝑛(𝑤, 𝑡) − 1) d𝑤  … (9) 

We can assess the first approximate solution as 

follows: 

𝑢1(𝑥, 𝑡) = 𝑢0(𝑥, 𝑡) + ∫  
𝑥

0
  (𝑤 − 𝑥) (

∂2

 ∂𝑤2 𝑢0(𝑤, 𝑡) −

∂

∂𝑡
𝑢0(𝑤, 𝑡) − 1) d𝑤 =

𝑥2

24
(6𝑏 − 12𝑐𝑡2 + 𝑏𝑥2 + 24𝑎2𝑡3 −

24𝑎𝑡 − 12𝑏𝑡 + 12𝑐𝑡 − 4𝑏𝑥 + 30𝑎2𝑏𝑡4 + 36𝑎2𝑐𝑡5 +
8𝑎𝑡𝑥 − 8𝑐𝑡𝑥 − 36𝑎𝑏𝑡2 − 48𝑎𝑐𝑡3 + 2𝑐𝑡𝑥2 + 12𝑎𝑏𝑡2𝑥 +

16𝑎𝑐𝑡3𝑥) + (
𝑐𝑡2

2
+

𝑏𝑡

2
+

1

2
) (𝑎𝑡2 + 𝑥 − 1)2       … (10)  

 

where 𝑎, 𝑏 and 𝑐 are real numbers to be determined, 

which are chosen to minimize the next functional. We 

are aiming to identify the smallest possible value of 

the following functional [22]: 
 

𝐽(𝑎, 𝑏, 𝑐) = ∫  
𝑡∗

0

(𝑢1(𝑔(𝑡), 𝑡) − 𝑢∗(𝑔(𝑡), 𝑡))2 d𝑡

+ ∫  
𝑔(0)

0

(𝑢1(𝑥, 0) − 𝜑(𝑥))2 d𝑥   … (11) 

 

Now, considering the oxygen diffusion conditions 

outlined in Eqs. (2), (4) and (5), and selecting a value 

of 𝑡 = 0.1, then Eq. (11) can be reformulated as: 

 

𝐽(𝑎, 𝑏, 𝑐) = ∫  
0.1

0
(𝑢1(𝑔(𝑡), 𝑡) − 0)2 d𝑡 +

∫  
1

0
(𝑢1(𝑥, 0) −

1

2
(1 − 𝑥)2)

2

 d𝑥 = −6.381 ×

10−5𝑎𝑏2 + 4.472 × 10−5𝑎2𝑏 − 1.377 × 10−6𝑎3𝑏 +
2.322 × 10−8𝑎4𝑏 − 2.331 × 10−10𝑎5𝑏 + 1.398 ×
10−12𝑎6𝑏 − 4.643 × 10−15𝑎7𝑏 − 1.32 × 10−6𝑎𝑐2 +
5.889 × 10−6𝑎2𝑐 − 1.679 × 10−7𝑎3𝑐 + 2.711 ×
10−9𝑎4𝑐 − 2.649 × 10−11𝑎5𝑐 + 1.559 × 10−13𝑎6𝑐 +
1.481 × 10−4𝑎2 − 5.333 × 10−6𝑎3 + 9.524 ×
10−8𝑎4 − 9.877 × 10−10𝑎5 + 6.061 × 10−12𝑎6 −
2.051 × 10−14𝑎7 + 1.508 × 10−5𝑐2 + 3.251 ×
10−6𝑎2𝑏2 − 8.925 × 10−8𝑎3𝑏2 + 1.425 × 10−9𝑎4𝑏2 −
1.384 × 10−11𝑎5𝑏2 + 8.101 × 10−14𝑎6𝑏2 + 5.599 ×
10−8𝑎2𝑐2 − 1.347 × 10−9𝑎3𝑐2 + 1.978 ×
10−11𝑎4𝑐2 − 1.816 × 10−13𝑎5𝑐2 − 1.022 ×
10−15𝑎6𝑐2 − 6 ⋅ 111 × 10−4𝑎𝑏 − 9 ⋅ 444 × 10−5𝑎𝑐 +
2 × 10−4𝑏𝑐 + 1.817 × 10−5𝑎𝑏𝑐 + 8.513 ×
10−7𝑎2𝑏𝑐 − 2.187 × 10−8𝑎3𝑏𝑐 + 3.349 ×
10−10𝑎4𝑏𝑐 − 3.163 × 10−12𝑎5𝑏𝑐 + 1.816 ×
10−14𝑎6𝑏𝑐  

and upon minimizing Eq. (12), we get:  
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𝑎 = 0.061 , b = 1.6 × 10−4   and   c = 0.18 

Hence, after substituting the values of 𝑎, 𝑏 and the 

values of  𝑐, we get:  
𝑔(𝑡) =  −0.061𝑡2 + 1  

Therefore: 

𝑢0(𝑥, 𝑡) = (1 − 𝑥 − 0.061𝑡2)2(0.09𝑡2 + 8 × 10−5𝑡 +
0.5)  

and: 

𝑢1(𝑥, 𝑡) = (8𝑡 × 10−5 + 0.09𝑡2 + 0.5)(𝑥 + 0.061𝑡2 −
1)2 + 0.042𝑥2(0.694𝑡 − 6.4𝑥 × 10−4 +
0.36𝑡𝑥2 + 1.171𝑡2𝑥 × 10−4 + 0.176𝑡3𝑥 −
2.16𝑡2 − 0.438𝑡3 + 1.786𝑡4 × 10−5 +
0.024𝑡5 + 1.6𝑥2 × 10−4 − 0.952𝑡𝑥 + 9.6 ×
10−4)   

The second approximate solution is: 

𝑢2(𝑥, 𝑡) = 𝑢1(𝑥, 𝑡) + ∫  
𝑥

0
(𝑤 − 𝑥) (

∂2

 ∂𝑤2 𝑢1(𝑤, 𝑡) −
∂

∂𝑡
𝑢1(𝑤, 𝑡) − 1) d𝑤  …(13) 

= 𝑥4(−0.015𝑡 + −1.983 × 10−3𝑥 + 1.098 ×
10−3𝑡2𝑥 − 4.56 × 10−3𝑡2 + 2.481 × 10−7𝑡3 +
4.186 × 10−4𝑡4 + 5 × 10−4𝑥2 + 4.88 ×
10−7𝑡 𝑥 + 2.41 × 10−3) + (8 × 10−5𝑡 +
0.09𝑡2 + 0.5)(𝑥 + 0.061𝑡2 − 1)2 +
0.042𝑥2(0.694𝑡 + −6.4 × 10−4𝑥 + 0.36𝑡𝑥2 +
1.171 × 10−4𝑡2𝑥 + 0.17𝑡3𝑥 − 2.16𝑡2 +
−0.438𝑡3 + 1.786 × 10−5𝑡4 + 0.024𝑡5 +
1.6 × 10−4𝑥2 − 0.952𝑡𝑥 + 9.6 × 10−4)  

Through the use of similar manipulation, the third 

approximate solution is obtained as: 

𝑢3(𝑥, 𝑡) = 𝑢2(𝑥, 𝑡) + ∫  
𝑥

0
(𝑤 − 𝑥) (

∂2

 ∂𝑤2 𝑢2(𝑤, 𝑡) −
∂

∂𝑡
𝑢2(𝑤, 𝑡) − 1) d𝑤   …(14) 

= 2𝑥4(−0.015𝑡 + −1.983 × 10−3𝑥 + 1.098 ×
10−3𝑡2𝑥 − 4.56 × 10−3𝑡2 + 2.481 × 10−7𝑡3 +
4.186 × 10−4𝑡4 + 5 × 10−4 ⋅ 𝑥2 + 4.88 ×
10−7𝑡 𝑥 + 2.41 × 10−3) + (8 × 10−5𝑡 +
0.09𝑡2 + 0.5)(𝑥 + 0.061𝑡2 − 1)2 +
0.042𝑥2(0.694𝑡 + −6.4 × 10−4𝑥 + 0.36𝑡𝑥2 +
1.171 × 10−4𝑡2𝑥 + 0.17𝑡3𝑥 − 2.16𝑡2 −
0.438𝑡3 + 1.786 × 10−5𝑡4 + 0.024𝑡5 + 1.6 ×
10−4𝑥2 − 0.952𝑡𝑥 + 9.6 × 10−4)  

Since 𝑢3(𝑥, 𝑡)  does not satisfy Eq. (2) as an initial 

condition, one may modify the foregoing VIM’s 

results by adding the unknown parameter, namely 

the 𝑟  parameter, embedded into Eq. (14) in the 

following form: 

𝑢3(𝑥, 0) =
1

2
(1 − x)2 + 𝑟   … (15) 

and so when letting: 
𝑢3

∗(𝑥, 𝑡) =  𝑢3(𝑥, 𝑡) − 𝑟     … (16) 

where 𝑟  also represents the remaining part of the 

equation 𝑢3. 

After that, we get, 𝑢3
∗(𝑥, 𝑡)  is satisfied with the 

condition (2), then 𝑢3
∗(𝑥, 𝑡) became: 

𝑢3
∗(𝑥, 𝑡) = −2𝑥4(−1.983 × 10−3𝑥 + 5 × 10−4𝑥2 +

2.41 × 10−3) + 2𝒙4(−0.015𝑡 − 1.983 × 10−3𝑥 +
1.098 × 10−3𝑡2𝑥 − 4.56 × 10−3𝑡2 + 2.481 ×
10−7𝑡3 + 4.186 × 10−4𝑡4 + 5 × 10−4𝑥2 + 4.88 ×
10−7𝑡𝑥 + 2.41 × 10−3) + (8 × 10−5𝑡 + 0.09𝑡2 +
0.5)(𝑥 + 0.061𝑡2 − 1)2 + 0.042𝑥2(0.694𝑡 − 6.4 ×
10−4𝑥 + 0.36𝑡𝑥2 + 1.171 × 10−4𝑡2𝑥 + 0.176𝑡3𝑥 −
2.16𝑡2 − 0.438𝑡3 + 1.786 × 10−5𝑡4 + 0.024𝑡5 + 1.6 ×
10−4𝑥2 − 0.952𝑡𝑥 + 9.6 × 10−4) − 0.042𝑥2(9.6 ×
10−4 − 6.4 × 10−4𝑥 + 1.6 × 10−4𝑥2)  

 

Hence, when substituting different values for 𝑡 in the 

equation of the final form of 𝑢3
∗(𝑥, 𝑡), it is notable that 

all results are equal, as shown in Figure 2 and Table 

1, and this is contrary to the medical phenomena, 

since there is a very small change in the oxygen 

concentration for different time levels, and so not 

reliable phenomena [4][ 10][14].  

 

 
Figure 2. Plot of 𝑢3

∗(𝑥, 𝑡) of versus 𝑥 and 𝑡. 

 

Therefore, the final form of 𝑢(𝑥, 𝑡) will be assumed to 

be as follows [18]: 
𝑢(𝑥, 𝑡) =  𝑢3

∗(𝑥, 𝑡)(1 − 7𝑡)     … (17) 

 

The conclusive formula for the oxygen diffusion 

equation is presented in Eq. (17), which satisfies is to 

the initial and boundary conditions and is consistent 

with the medical phenomena of the problem. The 

obtained results of the moving boundary 𝑔(𝑡) and the 

concentration distributions 𝑢(𝑥, 𝑡) are sketched in 

Figures 3 and 4, respectively. 
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Figure 3. The moving boundary with respect to 𝑡. 

 

 

 
Figure 4. Plot of 𝑢(𝑥, 𝑡)   of versus 𝑥 and 𝑡. 

 

Also, Table 2 presents the iterative approximate 

solutions up to the 3rd iteration of the oxygen 

concentration distributions 𝑢(𝑥, 𝑡). 

 

 

Table 1. Results solutions of the oxygen concentration  𝑢3
∗(𝑥, 𝑡)  versus 𝑥 with different time 𝑡. 

𝒙 𝑢3
∗(𝒙, 𝟎. 𝟎) 𝑢3

∗(𝒙, 𝟎. 𝟎𝟏) 𝑢3
∗(𝒙, 𝟎. 𝟎𝟑) 𝑢3

∗(𝒙, 𝟎. 𝟎𝟕) 𝑢3
∗(𝒙, 𝟎. 𝟏) 

0.0 0.5000000 0.5000037 0.5000285 0.5001475 0.5002971 

0.1 0.4050000 0.4050048 0.4050248 0.4051054 0.4052013 

0.2 0.3200000 0.3200092 0.3200306 0.3200857 0.3201371 

0.3 0.2450000 0.2450138 0.2450373 0.2450676 0.2450752 

0.4 0.1800000 0.1800154 0.180035 0.1800282 0.1799822 

0.5 0.1250000 0.1250104 0.1250126 0.1249415 0.1248213 

0.6 0.0800000 0.0799948 0.0799581 0.0797793 0.0795518 

0.7 0.0450000 0.0449641 0.0448584 0.0445106 0.0441292 

0.8 0.0200000 0.0199136 0.0196992 0.0191021 0.0185056 

0.9 0.0050000 0.0048384 0.0044652 0.0035177 0.0026294 

1.0 0.0000000 0.0002672 0.0008600 0.0022810 0.0035547 

 

Table 1.Results solutions of the oxygen concentration 𝑢(𝑥, 𝑡) versus 𝑥 with different time 𝑡. 

𝒙 𝒖(𝒙, 𝟎. 𝟎) 𝒖(𝒙, 𝟎. 𝟎𝟏) 𝒖(𝒙, 𝟎. 𝟎𝟑) 𝒖(𝒙, 𝟎. 𝟎𝟕) 𝒖(𝒙, 𝟎. 𝟏) 

0.0 0.5000000 0.4650034 0.3950225 0.2550752 0.1500891 

0.1 0.4050000 0.3766545 0.3199696 0.2066038 0.1215604 

0.2 0.3200000 0.2976086 0.2528243 0.1632439 0.0960413 

0.3 0.2450000 0.2278630 0.1935798 0.1249848 0.0735228 

0.4 0.1800000 0.1674145 0.1422280 0.0918148 0.0539949 

0.5 0.1250000 0.1162599 0.0987604 0.0637206 0.0374466 

0.6 0.0800000 0.0743954 0.0631674 0.0406879 0.0238656 

0.7 0.0450000 0.0418169 0.0354387 0.0227007 0.0132387 

0.8 0.0200000 0.0185200 0.0155629 0.0097422 0.0055513 

0.9 0.0050000 0.0044999 0.0035279 0.0017938 0.0007881 

1.0 0.0000000 0.0002482 0.0006791 0.0011639 0.0010676 

  

 

 

5. conclusions 
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This work investigates a mathematical model 

proposed recently in literatures to address the 

challenge of the moving boundary problem that 

arises in the oxygen diffusion process. We can derive 

the analytical approximation solution of the problem 

through multiple iterations by combining the VIM 

and LSM methods. The proposed methodology is very 

reliable, easy to use and accurate for resolving the 

changing boundary problem. This approach is ideal 

for calculating solutions to various problems and it 

differs from the previous methods, which are 

considered to be difficult and complicated with the 

expectation that the outcomes will provide significant 

support to experts in the relevant field in comparison 

with those results used the same problem of this 

paper [3, 4, 6, 10, 11]. It is evident that the only 

limitation of the technique used in the present work 

is the difficulty in assessing additional recursive 

iterations of the approximate solution, since the 

approximate solution may be more complicated, 

making the computation using the correction 

functional (9) more difficult. 
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