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The increasing use of panel data across various fields necessitates robust 

estimation methods that can resist the influence of outliers, which often 

lead to biased and ineffective estimates when using traditional methods 

like least squares. This research investigates two robust estimation 

techniques within fixed and random effects models for panel data, 

comparing their performance using the mean square error. Through a 

simulation experiment with varying sample sizes and contamination 

levels, the results for the fixed effects model indicate that the Weighted 

Likelihood Estimator consistently outperformed other methods across all 

sample sizes at a 10% contamination rate, while the S method excelled at 

a 20% contamination rate. For the random effects model, the former was 

most effective with a sample size of 200, while the latter proved superior 

at a sample size of 800, regardless of contamination levels. 
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1. Introduction 

Currently, Panel data are widely used in many fields, 

including epidemiology, economics, and statistics, 

due to their ease of analysis. However, the presence 

of outliers may greatly affect the process of analyzing 

the results and thus lead to giving biased estimates, 

and it is difficult to use traditional estimation 

methods, which prompts us to resort to methods that 

are not significantly affected by outliers, and among 

these methods are robust methods [1]. In our 

research, we dealt with both the fixed and random 

effects model in the presence of outliers. The fixed 

effects model has fixed parameters, that is, they do 

not change during the analysis. While all or some of 

the parameters of the random effects model are 

variable. Therefore, abnormal values may be formed 

as a result of an error in the measurements or the 

occurrence of an error during the data entry process, 

and in most cases they are observations that are far 

from the truth, as they distort parameter estimates 

and affect the results of the analysis [2].To reduce the 

effect of outliers. We use robust methods because 

they are more resistant to outliers than traditional 

estimation methods, including ordinary least 

squares. The most important estimation methods are 

(M), (S), (Huber), trimmed least squares, and others 

[3] [4]. This research aims to determine the most 

effective method for estimating the parameters of 

panel data models (fixed and random) in the presence 

of extreme values, by conducting a simulation 

experiment using samples of different sizes and 

different contamination ratios. 

 

2. Outliers 

Outliers in panel data represent those distant 

observations in the data that deviate from the rest of 

the data, as their presence leads to a negative impact 

on the data analysis process [5].It can appear in 

response variables(y), called outliers, or in 

explanatory variables(x), called leverage or high 

inflection points which are called leverage or high 

inflection points. Its presence in both cases affects the 

estimation process if it produces ineffective 

estimates [6]. 

 

3. Panel Data Models 

Panel data have been widely used in econometrics 

and statistics because they contain two dimensions, 

the spatial dimension represented by cross sections 

and the temporal dimension represented by time 

series data [7]. Data model for panel is as follows 
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𝑦𝑖𝑡 = 𝛽0 + xit
′ 𝛽+ 𝜀𝑖𝑡              … (1) 

where 

i=1, 2... N      represents cross-sectional 

t = 1, 2,... T      represents the time series 

𝑦𝑖𝑡: the dependent or response variable  

𝑥𝑖𝑡: independent variables   

𝛽0: regression constant  

𝛽: regression coefficient   

𝜀𝑖𝑡: the error term and, it 𝜀𝑖𝑡
𝑖 ⅆⅆ∼(N (0,𝜎𝜀 

2 ) 

 

4. Fixed Effects Model: 

In a fixed effects model, individual effects are 

represented by including dummy variables for each 

individual in the regression equation. This approach 

allows for unobserved time-invariant variance to be 

controlled by separating out the individual effects, 

making it suitable for analyzing the effect of time-

varying independent variables on the dependent 

variable [8]  This model assumes that individual 

effects are correlated with the independent variables 

but uncorrelated with the error term [9].The fixed 

effects model has the form: 

 
yit = αi + xit

′ 𝛽 + εit            … (2) 
 
𝐹𝑜𝑟 𝑖 = 1,2, . . …  𝑁      ;   𝑡 = 1,2,… 𝑇 

In this context, the term "individual-specific effect" 

denoted by (αi) represents unobserved heterogeneity 

across individuals, potentially correlated with the 

regressors. The subscript (i) indicates the individual, 

ranging from (1 to N). The model includes one 

independent variable xit and an error term (εit) with 

mean zero and variance (σ ε  
2 ) The coefficient (𝛽 ) 

signifies the impact of the independent variable on 

the dependent variable [10]. 

4.1. Random Effects Model 

The random effects model is a statistical model 

commonly used in panel data analysis, particularly 

when dealing with unobserved heterogeneity among 

individuals or entities. In contrast to fixed effects 

models, which assume that each individual has a 

specific constant effect that is correlated with the 

explanatory variables, random effects models treat 

these individual-specific effects as random variable 

[11]. In the random effects model, the individual-

specific effects are assumed to be uncorrelated with 

the explanatory variables, but correlated with the 

error term ، the effects of individuality cannot be 

observed directly, however [12]. 

 

The random effects model are as follows [10]: 

𝑦𝑖𝑡 = 𝛽𝑜 + xit
′ 𝛽 + 𝑣𝑖 + 𝜀𝑖𝑡          . . (3) 

where 

𝑦𝑖𝑡 it's dependent variable for individual i at time 

t.  

𝑥𝑖𝑡   it's explanatory variable for individual i at 

time t. 

𝑣𝑖 represents individual-specific effect, it's   be a 

random variable with mean zero and variance 

σv 
2 . 

𝛽𝑜 and β   it's model parameters. 

𝜀𝑖𝑡  it's represents the error term, it's follows a 

normal distribution distributed with mean zero 

and variance 𝜎𝜀 
2. 

whereas: 
    𝛼𝑖 = 𝛽𝑜 + 𝑣𝑖 

In summary, the random effects model treats cross-

sections as random variables, which leads to 

understanding the various changes in the data 

without ignoring the individual variation of each 

cross-section, as it can have a significant impact on 

longitudinal data [13]. 

 

5. Estimation Methods  

There are several methods for estimating the fixed 

effects model, the most important and famous of 

which are the dummy variables method, called the 

least squares method for the dummy variable 

(LSDV), and the within-group transformations 

method. In our research, we will discuss the within-

group conversion method because it is used when the 

number of individuals (sample size) is large [5]. The 

method for within-group transformations is to 

remove individual effects by subtracting each 

observation from its mean. [2]. 

For model (2) we find the average of each observation 

over time, holding the term parameter constant [4]. 
𝑦𝑖̅ = 𝛼𝑖 + 𝛽𝑥̅𝑖 + 𝜀𝑖̅           … (4) 

where 

𝑦𝑖̅ = 𝑇
−1∑𝑦𝑖𝑡  

𝑇

𝑡=1

 

𝑥̅𝑖̅ = 𝑇
−1∑𝑥𝑖𝑡  

𝑇

𝑡=1

 

𝜀𝑖̅ = 𝑇
−1∑𝜀𝑖𝑡  

𝑇

𝑡=1

 

Subtracting equation (2) from equation (4), Hence, 

the equation becomes  
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𝑦̈𝑖𝑡 = 𝑥̈𝑖𝑡
′𝛽 + 𝜀𝑖̈𝑡                … (5) 

Equation (5) represents the transformed model after 

removing individual effects between groups. 

Therefore, the parameters of the within-group effects 

model are as follows [14]. 

𝛽̂(𝑓𝑒) = (𝑥̈𝑖𝑡
′ 𝑥̈𝑖𝑡)

−1(𝑥̈𝑖𝑡
′ 𝑦̈𝑖𝑡)              … . (6) 

 

For the random effects model, we most often use the 

semi-decompositional transformation method to 

estimate its parameters, as this method consists of a 

simple adjustment to the data after removing 

individual effects, and it will be similar to the method 

of estimating the parameters of the fixed effects 

model[15].So this method subtracts the time 

averages with a weight (𝜆) from each observation. 

The conversion process is as follows [2]. 

𝑦̃𝑖𝑡 = 𝑦𝑖𝑡 − 𝜆𝑦𝑖̅ 

𝑥̃𝑖𝑡 = 𝑥𝑖𝑡 − 𝜆𝑥𝑖̅ 

𝜆 = [1 −
𝜎𝜀 
2

𝜎𝜀 
2 + 𝑇𝜎𝑣

2
]

1
2⁄

                  . . . (7)  

where 0 ≤ 𝜆 ≤ 1 

The transformed random effects model is represented 

by the formula [16]. 

𝑦̃𝑖𝑡 = 𝑥̃𝑖𝑡
′ 𝛽 + 𝑤̃𝑖𝑡                       … (8) 

Therefore, the parameters of the random fluctuations 

model become as follows [14]. 

𝛽̂𝑟𝑒 =    (𝑥̃𝑖𝑡𝑥̃𝑖𝑡
′ )−1(𝑥̃𝑖𝑡

′ 𝑦̃𝑖𝑡)          … (9) 

Equation (9) represents the estimation of the 

parameters of the random effects model by the 

transformation method. 

6. Robust estimation methods 

Robust estimation techniques provide alternative 

approaches to traditional methods such as ordinary 

least squares (OLS) method, especially when outliers 

exist within a set of data [17]. The ordinary least 

squares (OLS) can become unstable in the presence 

of outliers, using alternative methods that are more 

resistant to outliers. Robust regression methods aim 

to enhance stability by reducing the weight or 

influence of outliers. These methods include different 

estimators, some of which we will explain here [18]. 

6.1. S-Estimator 

One of the most widely used robust methods, as its 

working principle is based on minimizing the sum of 

squares of error. Introduced by(Rossio and Yahoo) in 

(1984) [19]. It can be known through the following 

equations: 

𝛽̂ = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽 𝜎̂𝑠(𝑒1𝑡 , 𝑒2𝑡, 𝑒𝑖𝑡 , . . . . . 𝑒𝑛𝑡 . )   … . . (10) 

where the minimum robust estimator for  ( 𝜎̂𝑠 ) is 

determined by[20]. 

𝑚𝑖𝑛∑𝑝(
𝒚𝒊𝒕 −∑ 𝒙𝒊𝒕𝜷

𝒏
𝒊=𝟏

𝜎̂𝑠

𝑛

𝑖=1

)                     … . (11) 

whereas 

𝜎̂𝑠 = √
1

𝑛𝐾
∑ ∑𝑤𝑖𝑡𝑒𝑖

2

𝑇

𝑡=1

𝑁

𝑖=1
                … (12) 

 

where k is a constant equals to (0.199), and the initial 

estimate is 𝑤𝑖 = 𝜔𝜎 =
𝑝(𝑈𝑖)

𝑈𝑖
2    

σ̂s =
median |eit −median(eit)|

0.6754
 

 

where 𝑝 is a Tukey’s bi weight function . 

 

𝑃(𝑥) =

{
 

 
𝑥2

2
−
𝑥4

2𝑐
2 +

𝑥6

6𝑐4
                      𝑖𝑓|𝑥| ≤ 𝑐

𝑐2

6
                                           𝑖𝑓|𝑥| > 𝑐

 

where c is a constant it is equal (1.547). Equation 

number (11) after deriving function (p) is in the 

following formula [21]. 

∑𝑥𝑖𝑡𝑗𝜑 (
𝑦𝑖𝑡 −∑ 𝑿𝒊𝒕

′ 𝜷𝑘
𝑗=0

𝜎̂𝑠
)              … (13)

𝑁

 𝑖=1

 

 
6.2. Weighted Likelihood Estimator (WLE)  

The WL method is considered one of the most 

important estimation methods used, as it is 

characterized by giving more efficient estimates and 

resistance to outliers, as its collapse point reaches 

50% [22]. The process of this method begins by giving 

lower weights to distant observations, which reduces 

their influence and enhances the accuracy of the 

estimates. The method is based on the probability 

density function of errors that follows a normal 

distribution. The estimator can be found using the 

following formula [23]. 
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∑𝑤(𝜀𝑖𝑡(𝐵̂);𝑀𝐵 , 𝐹̂𝑁)𝑠𝜎𝑣(𝜀𝑖𝑡 , (𝛽); 𝜎𝑣) = 0  … (14)

𝑁

𝑖=1

 

The weight function [24] 

𝑤(𝑟𝑖(𝐵̂);𝑀𝐵 , 𝐹̂𝑁) = 𝑚𝑖𝑛 {1,
[𝐴 (𝛿 (𝑟𝑖(𝛽̂))) + 1]

+

𝛿 (𝑟𝑖(𝛽̂)) + 1
}  (15) 

where [. ]+indicates the positive integer part. 

𝐴(𝛿) = 2 [(𝛿 + 1)
1
2⁄ − 1]       … (16) 

Represents the residual adjustment function (RAF), 

used to prune outliers. It takes positive values, 

𝛿 (𝑟𝑖 , (𝛽̂)) represents the Pearson coefficient of the 

residuals [25]. 

𝛿 (𝜀𝑖𝑡 , (𝛽̂)) =  
𝑓∗(𝜀𝑖𝑡(𝛽̂))

𝑚𝛽
∗ (𝜀𝑖𝑡 , (𝛽̂); 𝜎̂𝑣)

 − 1      … (17) 

𝑓∗ (𝜀𝑖𝑡(𝛽̂)) = = ∫ 𝑘 (𝑟𝑖 , (𝛽̂)) ; 𝑡, ℎ)𝑑𝐹̂𝑁(𝑡 ) is a 

kernel density estimator, and 

𝑚𝛽
∗ (𝜀𝑖𝑡 , (𝛽̂); 𝜎̂𝑣) = ∫ 𝑘 (𝑟𝑖 , (𝛽̂)) ; 𝑡, ℎ)𝑑𝑀 𝛽( 𝑡; 𝜎̂𝑣) 

is the smoothed model density 

7. Data Simulation and Comparisons of the Methods 

In our research, we simulate data that is closest to 

the truth, based on two sample sizes and two 

pollution percentages, and compare robust methods 

used with ordinary least squares to show the best 

way to estimate parameters in the case of pollution 

data for fixed values. And random effects models, 

using different sample sizes represented by (n=200; 

800) cross sections and (t=8) representing time series, 

assuming different pollution rates (10%, 20%) and 

experiment repetitions (1000). Once for each sample 

assuming the number of variables (p = 3). The results 

were as follows: 

 

Table 1. The mean square error values for all sample sizes and all pollution percentages for the fixed effects 

model. 

Estimates Samples outliers Mean square error (mes) Outiers Mean square error (mes) 

Ols 200 10% 1.052355976 20% 1.05623163 

S 200 10% 0.991009575 20% 0.986885517 

Wle 200 10% 0.984369987 20% 0.996669421 

Ols 800 10% 0.997104367 20% 0.995134905 

S 800 10% 0.937896683 20% 0.942803375 

Wle 800 10% 0.817286877 20% 0.968045225 

 

It is clear from the table that the weighted likelihood 

estimation (WLE) method showed superior 

performance when the sample size was 200 and 800, 

and with a contamination rate of 10%. However, as 

the contamination rate increased, the (s) method 

emerged as an optimal choice for sample sizes of 200 

and 800. It is clear that as the contamination rate of 

outliers increases, the effectiveness of the (s) method 

in estimating fixed effects parameters also increases.

  

Table 2. The mean square error values for all sample sizes and all pollution percentages for the random 

effects model 

Estimates Samples outliers Mean square error (mes) Outlers Mean square error (mes) 

Ols 200 10% 1.0523434 20% 1.053793249 

S 200 10% 0.99123491 20% 0.990893789 

Wle 200 10% 0.937231471 20% 0.905318845 

Ols 800 10% 0.997169063 20% 0.994885686 

S 800 10% 0.939095222 20% 0.942490378 

Wle 800 10% 0.968986807 20% 0.995916259 
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From the results of the table above, it appears to us 

that the (S) method was the most efficient at a sample 

size of 800 and with contamination rates of 10% and 

20%, while the WLE method was the best at a sample 

size of 200 and with contamination rates of 10% and 

20%. It is clear to us that the (S) method is the best 

with increasing sample size and with different 

pollution levels when estimating the parameters of 

the random effects model. 

8. Conclusion 

I. In the fixed effects model, the WLE method 

outperformed all sample sizes at (10%) 

contamination, while the s-method performed 

better at (20%) contamination across all 

sample sizes. 

II. In the random effects model, the WLE method 

was most effective at a sample size of (200) and 

contamination rates of 10% and (20%), while 

the s-method outperformed at a sample size of 

(800) for the same contamination rates. 

III. In the fixed effects model, the s- method 

becomes more preferable as the contamination 

rate increases. 

IV. In the random effects model, the s-method is 

preferable as the sample size increases. 

V. We propose alternative robust estimation 

methods to improve the estimation of data 

models. 
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