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One of the most efficient metaheuristic algorithms that is used to 

solve hard optimization problems is the firefly algorithm (FFA). 

In this paper we use this algorithm to solve a single machine 

scheduling problem, we aim to minimize the sum of the two cost 

functions: the maximum tardiness and the maximum earliness. 

This problem (P) is NP-hard so we solve this problem using FFA 

as a metaheuristic algorithm. To explore the search space and get 

a good solution to a problem (Q), we hybridize FFA by Iterated 

Descent Method (IDM) in three ways and the results are FFA1, 

FFA2, and FFA3. In the computational test, we evaluate these 

algorithms (FFA, FFA1, FFA2, FFA3) compared with the genetic 

algorithm (GA) through a simulation process with job sizes from 

10 jobs to 100 jobs. The results indicate that these modifications 

improve the performance of the original FFA and one of them 

(FFA3) gives better performance than others. 
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1. Introduction  

One of the most important methods that used 

to solve several real-word problems are 

global optimization methods. Most of these 

methods that implementing to solve a hard 

optimization problem are metaheuristics 

such as GA [1], Particle Swarm Optimization 

(PSO) [2], Evolutionary Programming 

Algorithms (EPAs) [3]. However, 

metaheuristics often need to combined with 

some kinds of local search in order to get-

away from local minima. In this paper we 

consider a single machine scheduling 

problem and aim to minimize the sum of two 

cost functions: maximum tardiness and 

maximum earliness, its shown that this 

problem is NP-hard problem, so we try to 

solve this problem using one of the most 

efficient metaheuristic algorithms that used 

to solve hard optimization problems which is 

firefly algorithm (FFA) [4], [5], but instead of 

using FFA alone, we combined the algorithm 

with IDM by three ways and the resulting 

are: FFA1, FFA2 and FFA3. Several 

approaches considering FFA and some of 

these approaches include hybridize FFA has 

been proposed in literature. [6] propose a 

discrete FFA metaheuristic, the objective is 

to minimize the makspan for the 

permutation flowshop scheduling problem 

(PFSP), the algorithm compared with ant 

colony optimization algorithm and the results 

showed the efficiency of the proposed 

method. [7] consider job shop scheduling 

problem (JSSP) and the objectives are to 

present the application of FFA for solving 

JSSP, explore the parameter setting of the 

proposed FFA and examine different 

parameter setting and compare the results. 

In [8] the authors applied and hybridized the 

FFA with local search algorithm to solve 

combinatorial optimization problems. The 

proposed algorithm compared with some 

evolutionary algorithms and the results 

showed the efficiency of the proposed 

algorithm. In [9] the authors hybridized FFA 

with simulated annealing (SA) algorithm to 

solve FSP with learning effects, the problem 
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formulated by mixed integer linear 

programming. The results showed the 

effectiveness of the proposed algorithm. In 

[10] the authors extended the FFA to bi-

objective hybrid FSPs and the objective is to 

minimize makspan and mean flow time cost 

functions and the results showed that the 

proposed algorithm outperforms many 

metaheuristics. In [11] the authors proposed 

a hybrid crow search algorithm to minimize a 

makspan in PFSP, they use the SPV rules to 

convert real values to job sequence. They use 

NEH algorithm to generate initial population 

and use variable neighborhood search (VNS) 

with SA algorithm to developed the proposed 

algorithm. The result of comparing the 

proposed algorithm showed the efficiency of 

the proposed algorithm. In [12] the authors 

solving a TSP problem using FFA and k-

means clustering, the algorithm divides the 

nodes into sub-problems by using the k-

means clustering and then use the FFA to 

find the best path in each cluster. The results 

showed that the proposed algorithm give 

better performance than the other 

algorithms. [13] hybridized FFA with GA to 

schedule the tasks and the objective is to 

minimize the execution time for all tasks. 

The results showed that the proposed 

algorithm outperform GA and FIFO 

algorithms. In [14] the authors combined the 

FFA with VNS for Data Clustering (FA-

VNS), the results showed that the proposed 

algorithm performance better than other 

well-known clustering algorithms in 

literature. In [15] the authors propose a 

modified FFA to effectively observe the 

network by introducing a new health 

function for early detection of suspicious 

nodes, the results showed that the proposed 

algorithm reduces the number of suspicious 

nodes. In this paper, we proposed three 

modifications to firefly algorithm FFA and 

used IDM algorithm to improve the 

performance of the original algorithm.  

 

The first improvement used the IDM to 

generate the first solution of the initial 

population and the second improvement is 

the use of IDM to generate all solutions of 

the initial population. The third 

improvement is the use of IDM algorithm to 

update some solutions rather than 

generating them randomly and this process 

done to the solutions that having same 

values of objective function, the results 

showed that thrse modifications improve the 

performance of the original algorithm. This 

paper is organized as follows: The problem 

definition is stated in Section 2, the Firefly 

algorithm is defined in Section 3. In Section 4 

the proposed algorithms are described. The 

experimental results are outlined in Section 

5, finally, the conclusions are discussed in 

Section 6. 

 

2. Problem Definition  

Let             be the set of n jobs,    a 

processing time and    is a due date of a job  , 

for          . Let       )    )      )) be 

a sequence of the jobs in  , where    ) is the 

    job to be processed by a machine. The 

completion time of job    )  is given by 

   ∑     )
 
   , the tardiness of the job    ) is 

givin by             )      )   ) , and the 

earliness of the job    )  is givin by    

         )      )  ) . For a given schedule 

          ), the mathematical form of the 

problem can be written as follows: 
   )                  )

   
                                        

           )                    

                                   

                                         

                                 

                                         

           

)

 
 
 
 
 
 

   ) 

The objective is to find optimal permutation 

(sequence) that optimize problem (P). 

 

3. Firefly Algorithm  

Firefly algorithm (FFA) is one of the most 

powerful metaheuristics that inspired by 

flashing behavior of fireflies, it is a 

population search algorithm and is designed 

to be guided by three rules [5]: The first one 

is that the fireflies are unisex which means 

that each firefly can be attracted to any other 

one. The second rule is that the brightness 

affected by the value of the objective 

function. The third is the attraction of each 

firefly depend on its brightness and they are 

decreasing as their distance increase. There 

are two main parameters which control the 

behavior of FFA: light intensity ( ) and the 

attractiveness (  ). The attractiveness is 

defined using the distance as follows: 

     
     

 
, where    initial attractiveness 

(     ),     is the distance between solution 

  )  and the neighborhood solution   ) , 
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    ‖     ‖  √∑         )  
                )  

Therefore, position of the solution was 

updated using this new attractiveness value 

as in the following equation (Attraction 

equation):  

  
      

     
     

 
(  

    
 )     

         ) 

where   
  is the ith solution in iteration t, 

       ,and   is the population size.   
  is 

Gaussian distribution vector of numbers at 

time t and   the randomization parameter 

can be reduced with the iteration process as 

follows      
          )  for some initial 

value   . We note that our problem (P) uses 

the solutions as integer sequences   
    )    )      ))  such that    )  is integer 

value, so we need a method to convert the 

real values to integer values, this done by 

rounded these real values to the nearest 

integer values, this method is similar to that 

used in [16]. In the following steps we 

summarize the FA algorithm: 

 

Standard FA: 

1. (Initialization) Generate initial population 

randomly contains N solutions    
    )                 . Evaluate 

each firefly in the initial population using 

the objective function    )  
2. (Attraction) Compare each solution    

with other all solutions    in the 

population, where                  . If 

    )      ), then move     towards    

and update the position using Attraction 

equation. The solutions are then 

evaluated using updated positions. 

3. (Stopping criterion) Stop the algorithm if 

the stopping criterion is satisfied, 

otherwise go to step (2).     

 

4. Proposed Algorithms 

4.1. Solution presentation  

FFA use continues number encoding, so we 

need a method to convert the real values to 

integer values, this done by rounded these 

real values to the nearest integer values 

(SPV), this method is similar to that used in 

[16] which convert the sequence of real 

values to integer. An example of this process 

in Table (1) where the first column is the 

sequence of 5 jobs, the second column is the 

sequence of real values to be converted to 

permutation sequence and the last column is 

the permutation sequence resulted by SPV 

procedure. 

 

We note that we can use the SPV procedure 

to mapping the permutation sequence to real-

valued sequence. An example of this process 

presenting in Table 2.  

 

Table 2. Example of mapping job 

permutation to sequence of real values 

Job sequence 
Sequence of 

real values 

Permutation 

sequence 

3 -0.45 -0.45 

5 1.42 1.42 

1 2.67 -1.31 

2 -3.31 2.67 

4 -0.95 -0.95 

 

4.2 Iterated Descent Method (IDM) 

In IDM the initial solution ( ) selected and 

the neighborhood solution ( ̀) generated then 

the algorithm evaluates the objective 

function values    ̀)    )  and calculates 

     ̀)     ). If    , then  ̀ is considered 

as the current solution. On the other hand, 

when    , then   is remained as the current 

solution. This process is repeated and the 

search continues with all neighborhoods of 

the current solution. The algorithm stops 

when the stopping criterion is satisfied. 

 

IDM Algorithm 

1. Choose a starting solution   

2. Calculate    )  (objective function value) 

3. Repeat until a termination condition is 

satisfied: 

i. Generate randomly a solution  ̀ as a 

neighbor of    

ii. Calculate     ̀)  
iii. If    ̀)is better than    ) then      ̀ 

4. Return solution   and a value    ). 
 

4.3 Modifications of FFA 

The first modification is simple such that one 

of the solutions of the initial population is 

generated using the IDM algorithm and the 

other solutions are generated randomly. The 

resulting modified algorithm denoted FFA1. 

The second modification is denoted FFA2 

such that all solutions of the initial 

Table 1. Example of SPV procedure 

Job 

sequence 

Sequence of real 

values 

Permutation 

sequence 

1 0.5 4 

2 -1.4 2 

3 -0.12 3 

4 -4.78 1 

5 2.1 5 
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population are generated using the IDM 

algorithm. The third modification denoted 

FFA3 is shown in the original FAA that in 

the case where there is not any brighter one 

between any two solutions, the process goes 

to update the new solution to the random 

walk, we modified this part of the algorithm 

so that instead of going for a random walk we 

updated the solution using IDM algorithm. 

We hope this modification ensures better 

solutions. The performance of the proposed 

modification algorithms is presented in this 

section as follows: 

 

5.1 Parameter setting 

The parameter setting presented in table (3): 

 

Table 3. Parameter setting of algorithms 
N GA FFA FFA1 FFA2 FFA3 

10 172.7 172.7 172.7 172.7 172.7 

20 298.6 298.6 298.6 298.6 298.6 

30 356.2 356.2 356.2 356.2 356.2 

40 442.1 443.7 448.8 443.0 442.1 

50 520.0 530.5 525.8 522.8 519.5 

60 628.3 646.8 633.0 629.2 628.3 

70 656.2 769.1 708.2 690.4 656.6 

80 709.7 931.2 817.6 793.7 709.5 

90 712.0 1136.4 1086.3 1003.6 713.5 

100 810.3 1549.44 1515.6 1244.1 808.4 

Mean 530.6 683.5 656.3 615.4 530.5 

 

For the IDM algorithm we use the insertion 

neighborhood for generating a new solution 

and the number of iterations is 2000, we use 

discrete uniform distribution to generate the 

processing times on interval        and the 

due dates of jobs are also generated using a 

uniform distribution on the interval      
           )                 )  , such 

that     and    are hardiness factors of the 

problem   ) taken from the sets               
and               respectively,   ∑   

 
   . We 

use LENOVO machine Intel (R) Core ™ (i7) 

CPU @ 2.50 GHz, and 8 GB of RAM. In this 

research, we focused on generating instances 

of sizes                 and for each n we 

generate nine examples. 

 

5.2 Comparison of the proposed modification 

algorithms. 

In table (4) we present the average of nine 

examples of the objective function values of 

algorithms (GA, FFA1, FFA2, FFA3) for 

             , and in table (5) we present 

the average times of these problems. We 

compare the performance of the original 

firefly algorithm (FFA) and its modifications 

(FFA1, FFA2, and FFA3) with the genetic 

algorithm (GA). The results in table (4) 

showed that all compared algorithms gave 

the same results for         and    which 

can be considered as moderate values. The 

rest of the results showed that the modified 

algorithm FFA3 and the genetic algorithm 

GA gave similar results, with a preference for 

the modified Algorithm FFA3. It is clear that 

the modifications made to the firefly 

algorithm (FFA), despite their simplicity, 

gave good results and greatly improved the 

performance of the algorithm. This is evident 

if we compare the results of the FFA with the 

modified algorithms FFA1, FFA2 and FFA3.  

 

The results also showed that the effect of the 

IDM algorithm is clear in improving the 

performance of the three modifications FFA1, 

FFA2 and FFA3, and that using this 

algorithm to generate the initial population 

as in the FFA2 is better than generating only 

one solution in the initial population as in 

FFA1. And we can use the Figure (2) to 

illustrate these results. Table (5) shows the 

mean values of execution times of the 

considered algorithms where the obvious 

effect of using the local search algorithm 

(IDM) is shown. 

 

Table 4. Comparison of the results (in mean 

values) of the considered algorithms. 

 
Number 

of Iterations 

Size of Initial 

Population 

GA 500 500 

FFA 100 100 

FFA1 100 100 

FFA2 100 100 

FFA3 100 100 
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Table 5. Comparison of the execution times of the considered algorithms (in 

mean values). 

n GA FFA FFA1 FFA2 FFA3 

10 14.36 8.42 8.15 14.19 20.06 

20 14.79 10.95 9.33 14.64 21.27 

30 16.18 14.95 11.69 17.80 23.51 

40 17.04 18.83 12.77 19.44 23.75 

50 18.64 26.34 21.32 24.65 28.27 

60 21.13 34.48 28.87 30.03 31.00 

70 23.23 41.91 38.21 39.43 34.25 

80 26.16 50.24 45.39 46.86 38.33 

90 28.32 54.55 51.86 54.40 44.71 

100 31.24 55.00 47.59 59.84 51.55 

Mean 21.109 31.567 27.518 32.128 31.67 
 

 

 

 
Figure 1.   Flowchart of the proposed modification of FFA (FFA4) 

 
 

Set FA parameters and 
Generate initial population of fireflies 

Evaluate the fitness of the fireflies using the objective function 

Update the light intensity of the fireflies 

Rank the fireflies and find the best 

Move the fireflies to their better solution 

Iteration=Max 

Generation? 

Best Solution 

N 

Y 

The less objective function value (less bright) moves towards more 

objective function value (brighter) and the brightest one moves to new 

position using IDM algorithm.  
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Figure 2. Comparison between GA, FFA, FFA1, FFA2, and FFA3, n=90. 
 

 

5. Conclusions  

In this paper, we proposed modifications to 

firefly algorithm FFA which are: FFA1, 

FFA2, and FFA3, we used the IDM 

algorithm to improve the performance of the 

original algorithm. The first improvement 

(FFA1) used the IDM to generate the first 

solution of the initial population which to 

some degree improved the performance of 

the original algorithm. The second 

improvement (FFA2) is the use of IDM to 

generate all solutions of the initial 

population which gave better results than 

those obtained by FFA1. The third 

improvement is the use of the IDM 

algorithm to update some solutions rather 

than going on a random walk to update 

these solutions and this process was done to 

the solutions that have the same values of 

the objective function, the results showed 

that this modification improves the 

performance of the original algorithm and 

gave better values (table (4)) than other 

modifications also this modification gave 

competitive results to those values obtained 

by the genetic algorithm. 
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