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Human Activity Recognition (HAR) stands at the intersection of machine learning, 

deep learning, and sensor technology, primarily focusing on leveraging inertial 

sensors in smartphones and wearable devices. This paper presents a 

comprehensive technical overview of HAR, examining the amalgamation of 

machine learning and deep learning systems while considering the data inputs 

from mobile and wearable inertial sensors. The review encompasses a broad 

spectrum of methodologies applied to HAR, ranging from classical machine 

learning algorithms to cutting-edge deep learning architectures. Emphasis is 

placed on the nuanced challenges and opportunities posed using inertial sensors in 

smartphones and wearables. This includes discussions on data preprocessing 

strategies, feature extraction methods, and model architectures, accounting for the 

unique characteristics of sensor data, such as noise, variability, and power 

consumption. The paper explores recent advancements, scrutinizing state-of-the-

art approaches, innovative model architectures, and emerging trends in HAR. 

Through a comparative evaluation of various machine learning and deep learning 

techniques, the review aims to guide researchers and practitioners in selecting the 

most appropriate methods for HAR applications across diverse scenarios. In 

conclusion, this paper serves as an inclusive guide to the technical landscape of 

HAR, incorporating insights from both mobile and wearable inertial sensors. By 

synthesizing existing knowledge and addressing future research directions, it aims 

to propel advancements in developing robust and efficient systems for recognizing 

human activities, accommodating the evolving landscape of sensor technologies in 

mobile and wearable devices. 
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1. Introduction  

The goal of the complex problem known as Human 

Activity Recognition (HAR) is predicting human 

gestures via computer interaction. Using a wide 

range of applications, it improves human lives. 

According to Figure 1., there are two primary 

approaches for identifying human activity: vision-

based and sensor-based [1, 2]. The camera is used 

to identify human activities in video systems. This 

method calls for costly infrastructure installations 

for cameras and presents specific difficulties owing 

to lighting, background, and scale issues that could 

make motion detection challenging. With regard to 

the second method, motion is converted into 

recognized signals using wearable sensors like 

accelerometers, barometers, gyro-meters, etc. In 

addition to providing privacy for its users, it offers 

an alternate method of motion acquisition free 

from the same environmental limitations as a 

video-based technique. Yet, there are inherent 

limits to activity detection depending on this 

methodology when it comes to gathering enough 

data regarding all pose motions in the human 

body, which could adversely impact performance. 

Since people wear them to automatically detect 

and track various behaviors, like jogging, sitting, 

sleeping, and running, wearable devices are 

illustrative instances of sensor-based HAR [3]. On 

the other hand, a sensor is ineffective when a 

subject is either beyond its detection range or 

http://www.anjs.edu.iq/
http://doi.org/10.22401/ANJS.27.1.10
mailto:hadi_khalaf@uomustansiriyah.edu.iq
https://creativecommons.org/licenses/by/4.0/


    

Al-Nahrain Journal of Science  
ANJS, Vol.27 (1), March, 2024, pp. 108-120 

 

 

www.anjs.edu.iq                                                                             Publisher: College of Science, Al-Nahrain University 
109 

 

engages in unknown behaviors [4]. The HAR 

method's foundation is the intricacy of the various 

data inputs, such as those from wearable sensors, 

images, object sensors, and audio. On the basis of 

data from various sensors, it could be described as 

the capacity for recognizing or detecting present 

activity [5]. The major contribution of this study is 

to demonstrate to researchers the datasets most 

frequently utilized in literature for 

experimentation processes, to detail the most 

popular algorithms in their analysis, to identify 

each data processing method and the outcomes of 

the algorithms' experiments, and to distinguish the 

quality metrics related to said applications. This 

study reviews the research on applying various 

machine learning (ML) techniques, including 

unsupervised, supervised, and deep learning (DL). 

Systems for recognizing actions and gestures 

depending on video analysis were thoroughly 

researched [5,6]. 

 

Figure 1. Classification Of Human Activity 

Recognition Approaches 

 

2.  Activity recognition architecture  

Human activity recognition (HAR) involves 

identifying and classifying activities performed by 

individuals based on sensor data, often collected 

from various sources such as accelerometers, 

gyroscopes, and sometimes additional sensors like 

magnetometers and GPS. As shown in Figure 2. 

the traditional architecture for human activity 

recognition typically involves several key 

components [7]:  

 Data Collection:  sensors are used to collect 

data related to human activities. Standard 

sensors include accelerometers, gyroscopes, 

and sometimes additional sensors like 

magnetometers and GPS. 

 Data Preprocessing: Clean and preprocess the 

raw sensor data to remove noise, handle 

missing values, and standardize the format. 

 Segmentation: the prepressed data are 

segmented using over or non-over-lapped 

windows. 

 Feature Extraction:  Extract relevant features 

from the preprocessed data. Features could 

include statistical measures, frequency domain 

features, and other relevant characteristics 

that capture the essence of the activities. 

 Feature Selection: Select a subset of the 

extracted features to reduce dimensionality 

and focus on the most informative aspects of 

the data. 

 Training: Train the chosen model using labeled 

data. Machine learning or deep learning is 

often employed, where the model learns to map 

input sensor data to corresponding activity 

labels. 

 Testing and Evaluation: Evaluate the trained 

model on a separate dataset not seen during 

training to assess its generalization 

performance. Common metrics include 

accuracy, precision, recall, and F1 score. 

 

Figure 2. This is a Figure. Example of Activity 

Recognition Using Sensors [7]. 

 

2.1. Data collection  

Any HAR system's base is built on data collection, 

which is the acquisition of sensor signals. The 

sensor-based HAR method was used in a number of 

practical applications, particularly those related to 

smart homes and healthcare. Additionally, a lot of 

data has been gathered from various sensors, 

including object sensors, wearable sensors, and 

environmental sensors, thanks to the rapid growth 

of wireless sensor networks (WSN) [8].  

http://www.anjs.edu.iq/
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Wearable sensors are the most common sensor-

based HAR, and the recent expansion of the 

Internet of Things (IoT) and mobile computing has 

created the ideal setting for their development. 

Individuals carrying out their daily tasks have 

sensors installed on their bodies to gather data. 

Accelerometers, which measure acceleration and 

indicate the rate of change in an object's motion; 

gyroscopes, which measure orientation and 

angular velocity; and other sensors are crucial for 

detecting human movement. After that, by 

comparing the signal differences prior to and 

following an activity, human activity could be 

identified [9]. 

2.2. Data Preprocessing 

Following the collection of a dataset, it must be 

pre-processed to reduce noise introduced 

throughout data collection and the sensors 

themselves prior to feeding into the ML algorithm 

for sensor-based HAR. Data pre-processing is 

considered the most significant process impacting 

HAR frameworks' overall performance. Denoising 

and segmentation are both steps in the pre-

processing process. Following pre-processing, 

feature engineering is carried out, which entails 

feature selection and feature extraction. Feature 

extraction extracts a set of features from the input 

while preserving important data. The extracted 

feature may occasionally need to undergo pre-

processing, such as reducing its dimension [10]. 

2.2.1. Error handling 

There were certain problems in the dataset that 

were corrected, including noise from malfunctions, 

calibration issues, noisy ambient conditions, 

positioning issues, and various activities. Some 

rows are vacant, while others have additional 

attributes. In order to reduce the noise generated, 

data pre-processing methods are crucial. Mean 

filter, low-pass filter, wavelet filter, linear filter, 

and Kalman filter are examples of common 

denoising techniques [11]. 

2.2.2. Segmentation 

The inertial sensor signals are organized at the 

segmentation stage so that the precise time that an 

activity is taking place may be determined. The 

inertial sensor signals are divided into time 

windows, which are sequential subsequences of 

continuous values. It could be divided into time-

driven windows segmentation, event-driven 

windows segmentation, and action-driven windows 

segmentation in the context of HAR smartphones. 

By using non-overlapping or overlapping time 

windows, segmentation depending on time 

windows could be controlled in these two different 

ways [12]. Segmentation with non-overlapping 

windows is done by dividing a signal or sequence 

into fixed-size, non-overlapping segments or 

windows; each segment is then processed 

independently. This approach is particularly useful 

when you want to analyze or process a long 

sequence in a more manageable and 

computationally efficient way. In contrast to non-

overlapping windows, overlapping windows involve 

partially covering the same portion of the data in 

multiple adjacent windows. This technique is 

useful for capturing more context and ensuring 

that features near the boundaries of windows are 

considered in multiple segments [13]. 

 

2.2.3. Feature extraction 

The extraction of features from pre-processed data 

stands out as a critical phase in developing 

machine learning and deep learning systems, 

particularly those designed for human activity 

recognition. Features serve as foundational 

elements, given that these systems often do not 

autonomously extract features, especially in widely 

utilized datasets like WiSDM, WHARF, 

OPPORTUNITY, and others. These datasets 

involve the collection of digital signals from sensors 

positioned on participants' bodies. In contrast, 

datasets recorded via video, though less commonly 

employed, also exist [14]. Similarly, there exists a 

multitude of techniques for extracting features 

from digital signals, and the choice of method often 

depends on the specific signal domain being 

addressed. Certain methods focus on the time 

domain of the digital signal, categorized as 

statistical features. Conversely, others operate in 

the frequency domain, presenting features of 

greater complexity compared to statistical features. 

Notably, a challenge arises in the extraction 

process due to the prevalence of datasets recorded 

in the time domain. Converting these datasets to 

the frequency domain is a prerequisite, followed by 

analysis using signal analysis methods before 

feature extraction can take place [15].  

 
Fundamentally, every feature extraction method is 

intricately linked to the processing of digital 

signals captured by sensors. Consequently, the 

precision of outcomes in human activity 

recognition systems is heavily contingent on the 

technological advancements in sensors and the 

accuracy and fidelity of signals they record. This 

underscores the fact that progress in sensor and 

http://www.anjs.edu.iq/
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accelerator technologies directly influences human 

activity recognition systems' classification and 

recognition capabilities [16]. 

2.3. Feature selection 

A sub-set of features which are significant for the 

classification algorithms to consider is selected by 

feature selection [17]. An alternate method of 

feature selection is representation learning, in 

which models focus on the analysis of data for 

extracting a useful feature set. This method also 

decreases high-dimensional spaces as well as 

temporal complexity through deleting irrelevant 

features [18]. The three primary techniques used 

in feature selection are wrapper approaches, 

embedded techniques, and filter techniques. 

Utilizing the inherent properties of features and 

variables, filter approaches choose a subset of the 

original features by ranking them according to the 

correlation coefficient [19]. Wrapper approaches, as 

opposed to filter methods, were shown to yield 

greater performance since various classifiers are 

used to assess how well the chosen subsets perform 

[20]. However, embedded approaches determine 

the appropriate feature subset through 

determining the optimal weights regarding a 

function which has previously shown excellent 

results. Wrapper and embedded methods are both 

applicable to regression and multiclass problems 

[21]. 

3. Technical Background 

Given the abundance of research dedicated to the 

classification and recognition of human activity, 

this review will primarily focus on recently 

published studies, specifically those within the last 

five years, as illustrated in figure 3. The systems 

investigated in these studies are categorized into 

two main methodologies: the machine learning 

approach and the deep learning approach. Each 

methodology section is further subdivided into 

branches based on the specific techniques 

employed, with a brief discussion of each 

technique, including references to the studies 

utilizing them. This classification is intended to 

comprehensively encompass a wide range of 

techniques employed in the field of human activity 

classification and recognition, aiming to draw 

insights from the experiences of authors in 

developing novel systems in this domain. 

 

Figure 3. This is a figure. HAR Approach 

Concepts. 

 

3.1. Machine learning (ML) 

Machine learning (ML) can be defined as a subfield 

of AI that allows computers to "self-learn" from the 

training data as well as get better over time 

without being explicitly programmed. In addition, 

ML algorithms can recognize patterns in data as 

well as learn from them to make their predictions. 

ML methods were utilized for a while for 

addressing the HAR problem, such as K-Nearest 

Neighbors [22], random forest (RF) [23], Naive 

Bayes [24, 25], and SVM [26, 27]. ML models and 

algorithms learn via experience. Conventional ML 

algorithms have shown outstanding performance 

in environments with minimal data and strict 

regulation. Although such algorithms are 

ineffective and time-consuming, they do need a 

number of pre-processing stages and well-designed 

characteristics [28]. 

3.1.1. Supervised learning 

The bulk of biomedical investigations use 

supervised classification. A set of data that 

includes certain information regarding the dataset 

is used by almost all classification algorithms. In 

other words, the dataset contains the class label 

data necessary to train the classifier. This type of 

classification involves supervised learning, where 

the classifier receives guidance from a supervisor 

as it builds the classification model. The training 

http://www.anjs.edu.iq/
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set, which is a collection of examples that were 

manually labeled with the desired output, is 

assumed to have been provided in order to use the 

supervised learning technique [29]. The next 

methods could be emphasized as the ones utilized 

in ML the most. In their article, Gamal et al. 

covers multimodal on-body inertial sensor-based 

ML methods for HAR [30]. Two methods are 

employed to create a classifier in this study 

because the goal is to create an accurate one. The 

first method is represented via model (A), whereas 

the second is represented through model (B). The 

two models were created with the use of RF, NB, 

SVM, and Multilayer Perceptron (MLP) ML 

classification techniques. Model (A) relies on one 

classifier to identify 12 activities, whereas Model 

(B) relies on an ensemble method and is 

constructed in two steps. In order to lessen the 

detrimental impacts of imbalanced classes, which 

may be seen in HAR data, the synthetic Minority 

Over-sampling Technique (SMOTE) was employed. 

According to experimental comparison results, 

model (B) enhanced model (A's) accuracy by 4.7% 

in MLP, 3.6% in RF, and 23.2% in NB, although 

model (A's) accuracy in SVM was greater than 

model (B's). On the other hand, the NB Classifier 

is a unique type of ML algorithm dealing with the 

classification problem. The "Bayes theorem" serves 

as a basis for that. The variables that are utilized 

for the prediction are considered independent of 

each other in the NB Classifier method. Put 

differently, NB could be easily applied to large 

datasets, and users unfamiliar with classifier 

technology may quickly understand it. The 

existence of a set of properties in one data set 

doesn’t necessarily imply a lack of another 

character in a different data set. Although it might 

not be the ideal classifier for a given application, it 

could be counted on to be reliable and perform well. 

 

Randhawa et al. demonstrated  the whole 

structure of detection or recognition from data 

collection to classification [31]. Also, the study 

shows where fabric pressure, stretch, and 9 DOF 

accelerometers should be placed on the subject. It 

is groundbreaking research that classified violent 

and normal responses using fabric sensors. Three 

distinct types of algorithms, like the K-NN, DTs, 

and SVMs, are utilized in the study to differentiate 

between normal motions and violent attacks. The 

results showed that the SVM predicts with a 

98.80% accuracy rate compared to other methods. 

In the case where there is a clear margin of 

separation between the classes, SVM is more 

effective in the high-dimensional spaces. It 

functions well and requires comparatively minimal 

memory in the case when the number of 

dimensions is greater than the number of samples. 

It performs poorly when the dataset has more 

noise, like when target classes overlap, and is 

unsuitable for large data sets. The support vector 

classifier distributes the data points over and 

below the classifying hyper-plane, so there is no 

probabilistic basis for the task of classification. 

3.1.2. Reinforcement learning 

Reinforcement Learning (RL) is a type of machine 

learning paradigm where an agent learns to make 

decisions by interacting with an environment. The 

agent takes actions, and the environment provides 

feedback in the form of rewards or punishments. 

The goal of the agent is to learn a strategy or policy 

that maximizes the cumulative reward over time 

[32]. An agent is an entity or system that is 

learning and making decisions. It takes actions in 

the environment to achieve its goals. The 

environment is the external system or 

surroundings with which the agent interacts. The 

environment responds to the actions of the agent 

and provides feedback. The state of the agent is a 

representation of the current situation or 

configuration of the environment. The state 

contains the information necessary for the agent to 

make decisions. Action is a set of possible moves or 

decisions that the agent can take in a given state. 

Actions influence the environment and lead to 

state transitions. A reward is a numerical value 

that the environment provides to the agent as 

feedback for a specific action taken in a particular 

state. The agent's objective is to maximize the 

cumulative reward over time. Policy is the strategy 

or mapping from states to actions that the agent 

follows. The policy defines the behavior of the 

agent in the given environment. A value function is 

a function that estimates the expected cumulative 

future rewards of being in a particular state or 

taking a specific action. Value functions are crucial 

for assessing the desirability of different states and 

actions. Balancing the exploration of new actions to 

discover potentially better strategies and 

exploiting known actions to maximize immediate 

rewards is a fundamental challenge in 

reinforcement learning [33]. Deep Q Network 

(DQN) is a reinforcement learning algorithm that 

combines the principles of Q-learning with deep 

neural networks, allowing it to handle high-

dimensional state spaces commonly found in 

complex environments [34].  

http://www.anjs.edu.iq/
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Deep Q Network (DQN) was used by Fan et al. to 

introduce a hybrid feature selection method that 

leveraged the integration of Bee Swarm 

Optimization (BSO) and multi-agent Deep Q-

Network (DQN) to enhance human activity 

recognition [35]. This method was applied for 

feature selection using the UCI-HAR dataset. 

3.1.3. Unsupervised learning 

Unsupervised learning is a category of machine 

learning where the algorithm is given data without 

explicit instructions on what to do with it. The 

system tries to learn the patterns and the 

structure from the data without labeled responses 

to guide the learning process. The goal of 

unsupervised learning is to explore the hidden 

structure or relationships within a set of data [36]. 

Dealing with small quantities of data in 

unsupervised learning can be challenging due to 

the potential limitations in the algorithms' ability 

to generalize patterns effectively. Unsupervised 

learning algorithms often benefit from larger 

datasets to discover more robust patterns and 

structures [37]. Unsupervised learning 

encompasses various methods like clustering, 

association rules, and dimensionality reduction 

methods. 

i. Clustering Methods 

Clustering is a technique in unsupervised learning 

that aims to group similar data points together 

based on certain features or c haracteristics. 

Unlike supervised learning, where the algorithm is 

provided with labeled training data to learn from, 

unsupervised learning deals with unlabeled data 

and aims to discover patterns or structures within 

the data [38]. The primary objective of clustering is 

to partition a set of data points into groups or 

clusters such that data points within the same 

cluster are more similar to each other than to those 

in other clusters. There are various clustering 

algorithms, and each has its own strengths, 

weaknesses, and use cases [39].  

 

Jamel et al. provided a desicription for the data 

sets from accelerometers which can be utilized for 

gauging human physical activity were provided 

and reviewed by the authors [40]. To reduce the 

dataset's heterogeneities as well as high 

correlations, the features were divided into two 

components: PCA and low-pass filtration. Data was 

clustered using the approximation kernel k-means 

technique. With regard to the approximation step, 

employ the KNN classifier and Euclidean distance 

techniques. For selecting an impartial sample for 

approximation methods, multistage sampling 

approaches depending on stratification and SRS 

were used. The watch and phone datasets 

generated the best results with f-score accuracy 

values of 79% and 90%, respectively. Despite being 

used to solve a clustering problem, the method 

outperformed classification methods regarding 

results. The method was applied in a parallel 

environment, which produced a noticeable 

enhancement. Sheng et al. presented a method for 

unsupervised embedding learning that projects 

activity data into the embedding space using the 

temporal coherence and locality preservation of 

human activities [41]. This method is built on an 

autoencoder framework. The studies' findings 

demonstrate that the method can cluster related 

tasks together in the embedding space, which 

enhances the performance of the ensuing 

clustering task. Accuracy performance of 92.11%, 

71.49%, and 80.73%, respectively, on PAMAP2, 

REALDISP, and SBHAR datasets.  

 

ii. Association Rules Methods 

The foundation on which the association rules 

build their analysis is provided by "if-then" 

algorithmic phrases that permit supporting 

different probabilities included in different data 

parts. Numerous databases in different types and 

formats can be found with such sentences. 

Depending on algorithmic "if-then" statements and 

established requirements like trust and support, 

association rules could select the most significant 

patterns. Also, support criteria give the association 

rules the capability to identify how often elements 

in the dataset appear. The confidence criteria could 

specify how often the Boolean value of the "if-then" 

statement is true. Fit is another well-known metric 

that basically compares the predicted confidence 

with the confidence seen in data [42]. Zhang et al. 

described a unique approach (HAR-AWDF) which 

combines association rules with adaptive weighted 

decision fusion to outperform the traditional AC 

approach [43]. The most crucial rule sets and item 

sets are extracted by this approach using measure 

integration, thresholding, and item weighting. The 

successful experimental results from comparisons 

to various measures and AC-based algorithms 

show the effectiveness of the method. The mean 

recognition rate of HAR-AWDF is more than 92% 

in a case where 10% of training samples are chosen 

randomly from the German Credit Dataset, and 

the standard deviation is smaller than 0.02. 
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iii. Dimensionality reduction methods 

Dimensionality reduction is a technique used in 

unsupervised learning to reduce the number of 

features (dimensions) in a dataset while preserving 

its essential information. The main goal is to 

simplify the data representation, making it more 

manageable and efficient for subsequent analysis 

or visualization [44]. Since there are various 

methods for dimensionality reduction, the 

Principal Component Analysis (PCA) is one of the 

common approaches; the primary goal of PCA is to 

transform the original features into a new set of 

uncorrelated features, known as principal 

components. These components are ordered by the 

amount of variance they capture [45]. The 

Principal Component Analysis (PCA) is widely 

used for speeding up machine learning algorithms 

as in. Aljarrah.  et al. proposed a BiLSTM RNN 

model equipped with PCA to classify human 

activities out of the mHealth dataset [46]. The PCA 

steps assumed a variation of no less than 95%, 

resulting in a dimensionality reduction to 17 

instead of 21. Results indicated that the PCA-

BLSTM model has registered the highest accuracy 

of 97.64%. 
 

3.2. Deep Learning  

DL is a subset of ML that performs significantly 

better on unstructured data; it outperforms 

existing ML methods; it became important because 

it uses DNNs. DL passes the data through multiple 

layers, with each layer being capable of gradually 

extracting features before passing it to the next 

layer. As a sort of ML, this technology aids AI in 

continually learning by extracting low-level 

information from the initial layers and combining 

them in subsequent layers to create a 

comprehensive representation. Compared to 

conventional ML algorithms, DL significantly 

decreases the effort required to select the best 

features by automatically extracting abstract 

features through multiple hidden layers. DL 

structure was shown to be effective with 

reinforcement learning and unsupervised learning 

[47]. As a result, HAR frameworks that are based 

on DL are being developed more frequently. For 

instance, using a publicly available dataset of 24 

ASL static hand motions, Oyedotun O.K et al. [48] 

trained a CNN depending on stacked autoencoders. 

The model's 91.33% recognition rate following 

training has demonstrated the potential of DL in 

HAR. Even while there were numerous reviews of 

both HAR [49] and DL [50,51], few of them have 

addressed both subjects, and the fact that HAR is 

currently under development means that various 

new ideas are being introduced. DL depends on the 

deployment of ANNs. The three most popular types 

of NNs are. 

3.2.1. Convolutional neural networks (CNN) 

CNNs, a particular kind of DNN, use a grid-like 

arrangement to evaluate data. In the 

mathematical model referred to as CNN, feature 

extraction is carried out using pooling and 

convolutional layers, and the final output is 

accomplished using a fully connected layer (FCL). 

The convolutional layer, which is the foundation of 

CNN and is crucial to how it functions, is made up 

of the activation function and the convolution 

operation. CNNs are majorly used in computer 

vision and have also shown promise in text 

classification tasks related to NLP. By arranging 

word vectors into a matrix and processing it like an 

image, CNNs could analyze collections of words 

using a context window [52]. Xu et al. suggested 

building a CNN utilizing information gathered 

from a three-axis accelerometer built into users' 

smartphones [53]. Jogging, walking, standing, 

sitting, going upstairs, and going downstairs are 

among the everyday human activities that have 

been selected for recognition. Without any 

elaborate preparation, the 3-D raw accelerometer 

data is utilized as the input for the CNN training. 

The accuracy regarding the CNN-based approach 

for multiple HAR was 91.97%, outperforming the 

SVM method, which had an accuracy of 82.27% 

after being trained and evaluated with 6 different 

feature types from the 3D raw accelerometer data. 

As a result, the suggested method produced good 

recognition accuracy at minimal computational 

cost, and one advantage of CNN is that manual 

feature extraction is unnecessary. Given that the 

CNN classifier is fully linked and only accepts raw 

data as input, the NN contains many parameters. 

CNN enforces the local connection pattern between 

neurons and neighboring layers. Because of the 3D 

nature, the raw accelerometer data has been 

utilized as input for training CNN without any 

elaborate preprocessing. SVMs perform poorly in 

the case when the target classes overlap and the 

data set contains more noise; hence, using them 

with large data sets is not advised. In the case 

when there are more training data samples when 

compared to features for every one of the data 

points, SVM will not perform well. As a result, the 

CNN-based approach beat the SVM for identifying 

metahuman activity, which was trained and tested 

using six distinct types of characteristics extracted 

from 3-D raw accelerometer data. 

http://www.anjs.edu.iq/
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Bianchi et al. suggested a new IoT system for long-

term, personalized monitoring of the individual's 

actions at home [54]. In order to gather data on 

various activities and deduce problematic 

behaviors, the system combines a Wi-Fi wearable 

sensor with DL methods. The method described 

here was designed to be expanded to systems 

needing many wearable sensors that provide 

information in a personalized way. CNN-based 

architecture (with one FCL, 4 convolutional layers, 

as well as a sliding processing window of 2.56s 

designed for real-time elaboration) was used for 

classifying activities, and it can do so with a 97% 

accuracy. Despite having a limited training set, 

however. This discovery is noteworthy since it 

shows how simple it is to design and calibrate 

several HAR systems for different problem classes, 

like the age groups of individuals. With regard to 

computing resources, employing a pre-trained 

network for inference is less expensive in 

comparison to utilizing a DL method, which, like 

any ML technique, needs a lot of processing power 

for training the network. The training phase was 

developed to remain in the cloud since it commonly 

demands the most significant processing power, 

and the network is just updated in the case where 

a new user must be added, which further 

minimizes battery usage. Yet, it is acknowledged 

that there is a concern with energy use. Through 

buffering data in the sensor's internal memory and 

transferring compressed data to the cloud, data 

could be elaborated on the sensor itself. 

3.2.2 Recurrent neural networks (RNN) 

Recurrent Neural Networks (RNNs) are a class of 

artificial neural networks designed for sequential 

data processing and tasks. They are particularly 

effective for tasks where the input and output data 

are sequences, such as time series prediction, 

speech recognition, language modeling, and more. 

RNNs are designed to work with sequences of data 

where the order of elements matters. Each 

sequence component is processed one at a time, 

and the network maintains a hidden state that 

captures information about the sequence seen so 

far [55]. The key feature of RNNs is the presence of 

recurrent connections, which allow information to 

be passed from one step of the sequence to the 

next. This enables the network to maintain a 

memory of previous inputs and use that 

information to influence the processing of current 

inputs. The hidden state in an RNN is a kind of 

memory that stores information about the past 

sequence elements. It is updated based on the 

current input and the previous hidden state at 

each time step. The hidden state serves as a kind 

of memory that helps the network capture 

dependencies and patterns in sequential data [56].  

Training RNNs can be challenging due to issues 

like vanishing gradients or exploding gradients. 

These problems occur when the gradients become 

too small or too large during backpropagation 

through time. Long sequences exacerbate these 

problems, making it difficult for the network to 

learn long-term dependencies. Different 

architectural variations of RNNs have been 

proposed to address some of the challenges. Long 

Short-Term Memory (LSTM) networks and Gated 

Recurrent Units (GRUs) are two popular types of 

RNNs designed to mitigate the vanishing gradient 

problem and capture long-term dependencies more 

effectively [57]. While RNNs are powerful for 

sequential data, they have limitations. Training 

can be computationally expensive, and they may 

struggle with capturing long-term dependencies in 

practice. More advanced architectures like 

transformers have gained popularity for specific 

tasks due to their ability to capture long-range 

dependencies more efficiently [58]. 

 

Mekruksavanich et al. addressed the HAR problem 

[59]. The suggested an LSTM-based framework 

that explores the LSTM network and offers good 

performance. Four LSTM networks have been used 

to examine the performance of recognition utilizing 

various smartphone sensors (tri-axial gyroscope 

and tri-axial accelerometer). Utilizing the publicly 

accessible dataset UCI-HAR, such LSTM networks 

were assessed in terms of prediction accuracy in 

addition to other performance parameters like 

recall, precision, AUC, and F1-score. The 

experimental results demonstrate that, with a high 

rate of accuracy of 99.39%, the four-layer CNN-

LSTM network developed in this paper beats the 

other basic LSTM networks. Additionally, the 

suggested LSTM network was contrasted with 

earlier efforts. The accuracy might be increased by 

up to 2.24% using the four-layer CNN-LSTM 

network. CNN layers in this model execute direct 

mapping in spatial representation regarding raw 

sensor data for the process of feature extraction, 

which is an advantage. This study's DL systems 

are trained and evaluated using the lab data, 

which is a drawback because prior research has 

shown that the learning algorithms’ performance 

in a lab environment cannot be accurately 

compared to performance in the real world. The 

recommended HAR architecture could also be 
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employed with high performance DL networks for 

a variety of useful applications in smart homes, 

including optimum human mobility in sports, 

safety surveillance and healthcare monitoring for 

elderly persons, and child and newborn care. 

3.2.3. Generative adversarial networks (GAN) 

Generative Adversarial Networks (GANs) are a 

class of artificial intelligence algorithms. They 

were introduced by Ian Goodfellow and his 

colleagues in 2014. GANs are designed to generate 

new data samples that resemble a given dataset. 

The fundamental idea behind GANs is to have two 

neural networks, a generator and a discriminator, 

which are trained simultaneously through 

adversarial training. The training process involves 

a continuous feedback loop between the generator 

and the discriminator. The process continues 

iteratively, with the generator and discriminator 

getting better at their tasks over time. Ideally, this 

results in a generator that can create realistic data 

samples and a discriminator that is challenged to 

differentiate between real and generated samples 

[60]. Hoelzemann.et al. provided an algorithm and 

contrast of two augmentation techniques, fold-

wise, and user-wise, to increase the size of a 

dataset, which is displayed below on the PAMAP2 

dataset using an arbitrary number of synthetic 

samples [61]. The artificial time-series data is 

produced using a recurrent Generative Adversarial 

Network (GAN), where the generator and 

discriminator are modeled by a collection of LSTM 

cells. Supervised learning was used to train four 

DeepConvLSTM models. This network has a 

validation F1 score of 96% after 200 training 

epochs. 

 

Table 1. Summary of related works 

Authors Dataset Method Feature Extraction Feature Selection Accuracy 

Gamal et al. [30] MHEALTH  RF 

23 features, which 

contain motion and 

physiological data (ECG). 

- 
     96.6%, 

     99.1%  

Randhawa et al. [31] Real-Time  SVM Time Domain Feature - 98.8% 

Fan et al. [35] UCI-HAR DQN 
Time-domain, Spectral 

Domain Feature 

hybrid feature 

selection methodology, 

BAROQUE 

 98.41% 

Jamel et al. [40] UCI KNN 

Time, Frequency, and 

Statistical Domain 

features 

PCA 90% 

Sheng et al. [41] 

PAMAP2, 

REALDISP, 

SBHAR 

k-means 

Mean, max, min, Median, 

Standard deviation, 

Interquartile range 

- 

 92.11%, 

71.49%, 

80.73% 

Zhang et al. [43] 
German 

Credit  

HAR-

AWDF 

attributes of the credit 

dataset (A14, A15, A16) 
- 92% 

Aljarrah [46] MHEALTH RNN auto PCA 97.64% 

Oyedotun et al. [48] WiSDM CNN auto - 91.33% 

Xu al. [53] WiSDM CNN auto - 91.97% 

Bianchi et al. [54] Collected CNN auto - 97% 

Mekruksavanich et al. 

[59] 
UCI-HAR 

CNN-

LSTM 
Auto - 99.39% 

Hoelzemann.et al. [61] PAMAP2 GAN Auto - 
F1- score 

96% 

 

4. Discussion 

Recognizing human activities is a challenging task 

that is frequently addressed through the 

application of various machine learning and deep 

learning approaches. Here, the strengths and 

weaknesses of different methods in the context of 

recognizing human activities will be discussed, 

taking into account both traditional machine 

learning and deep learning approaches. In human 

activity recognition, Supervised Learning proves to 

be a powerful tool, leveraging labeled datasets for 

accurate model training to recognize specific 
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activities. This approach is particularly 

advantageous for tasks requiring precise 

classification, as the model learns from explicit 

examples during training, enabling it to generalize 

well to new instances. However, it's crucial to 

acknowledge the challenges associated with 

supervised learning in this context. Acquiring 

large amounts of labeled data for diverse human 

activities can be an expensive and time-consuming 

endeavor. Additionally, the model may struggle 

when faced with activities that are not well 

represented or adequately captured in the training 

data, emphasizing the importance of dataset 

diversity and completeness in achieving robust 

human activity recognition models. Unsupervised 

Learning offers a valuable approach to uncovering 

patterns and relationships in data without the 

need for labeled examples. This is particularly 

advantageous for exploring unknown or novel 

human activities, as the model does not depend on 

pre-existing labeled data. The absence of a 

requirement for extensive human annotation is a 

notable strength, streamlining the training 

process. However, it's important to acknowledge 

that working without labeled data presents 

challenges, especially in accurately classifying 

activities. Evaluating the performance of 

unsupervised models can also be complex due to 

the absence of a clear ground truth, making it 

essential to employ alternative methods for 

assessing effectiveness in the absence of labeled 

examples. 

 

Reinforcement learning stands out due to its 

aptitude for handling sequential decision-making 

processes. This characteristic strength allows the 

model to adapt to dynamic environments and learn 

from interactions over time. However, it's essential 

to consider that the efficacy of reinforcement 

learning in human activity recognition is 

contingent upon a substantial number of 

interactions with the environment. In practical, 

real-world applications, the requirement for a 

large volume of interactions can be deemed 

impractical or resource-intensive. Furthermore, 

achieving a delicate balance between exploration 

and exploitation in reinforcement learning can 

pose a challenge, potentially leading to suboptimal 

behavior if not carefully managed. Convolutional 

Neural Networks (CNNs) excel in capturing 

spatial hierarchies, making them highly effective 

for image-based human activity recognition. Their 

ability to exhibit invariance to translations in the 

input adds robustness, enabling them to handle 

variations in the position of objects within a scene. 

However, challenges arise when CNNs capture 

temporal dependencies inherent in sequential 

human activities. Unlike Recurrent Neural 

Networks (RNNs), which are specifically designed 

for such tasks, CNNs may face limitations in 

modeling dynamic temporal aspects. Additionally, 

it's important to note that CNNs benefit 

significantly from a substantial amount of labeled 

image or video data for effective training in the 

context of human activity recognition. 

 

Recall that Recurrent Neural Networks (RNNs) 

are particularly well-suited for tasks involving 

sequential data, making them an apt choice for 

human activity recognition, which often exhibits 

temporal dependencies. Their ability to handle 

variable-length input sequences renders RNNs 

flexible, accommodating the diverse durations 

associated with various human activities. 

However, it's crucial to acknowledge challenges in 

training RNNs, such as the potential for vanishing 

or exploding gradients, which can impact the 

model's efficacy in capturing long-term 

dependencies. Additionally, it's worth noting that 

RNNs can be computationally intensive, 

particularly when dealing with extended 

sequences, potentially requiring careful 

optimization for efficient human activity 

recognition. Generative Adversarial Networks 

(GANs) offer a promising avenue for improving 

human activity recognition through data 

augmentation. By leveraging GANs, synthetic 

examples can be generated, augmenting training 

data and addressing limitations posed by the 

scarcity of labeled real-world datasets. GANs 

demonstrate an ability to create realistic synthetic 

data, a valuable asset when genuine labeled 

datasets for human activity recognition are 

restricted. However, it is important to 

acknowledge the challenges associated with 

training GANs, including concerns about stability. 

One potential issue is the risk of limited diversity 

in the synthetic data, potentially resulting in mode 

collapse, which could impact the robustness of 

human activity recognition models trained on such 

data. 

5. Conclusions 

In the presented study, many data processing 

techniques that were employed in this field of 

expertise were utilized, along with their 

advantages and disadvantages for sensor-based 

HAR; due to their potential incorporation in new 
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activity identification applications, such 

techniques have gained considerable traction in 

recent years. A discussion from many angles on 

the previous work, such as feature design and 

models. We focused on recent advancements in 

both sensor-based HAR and examined the traits, 

benefits, and drawbacks of classical ML and DL 

models employed in HAR. The usefulness of 

algorithms depending on DTs, RF, NB, and SVM 

stands out for the particular supervised learning 

case. The majority of the examined studies used 

approaches like Dimensionality Reduction, 

Association Rules Learning, and Clustering for 

unsupervised learning. Using DL, another 

contemporary and popular approach, stands out 

for using the following algorithms: CNN, RNN, 

and GAN. System design, activity tracking, and 

speed are a few of the topics that need more 

research, along with the widespread usage of 

activity recognition in pattern recognition. This 

study is expected to spark more research in the 

area of activity recognition. 
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