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#### Abstract

: The main objective of this paper is to state and prove the existence and uniqueness theorem of fractional differential equations using one of the most important theorems in nonlinear functional analysis which is the Sadoviski fixed - point theorem. Here the undertaken differential operator is in the sense of Riemann - Liouville definition of fractional integration.
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## 1. Introduction :

In opposite to differential equations of integer order in which derivatives depends only on the local behavior of the function. An important type of differential equations which is called (fractional differential equations) where the differentiation is of non - integer order Such type of problems may be considered to have the following form, $[2,3]$ :

$$
y(\alpha)=F(x, y), \quad y \alpha-k\left(x_{0}\right)=y_{0},
$$

Where n is an integer number, $\mathrm{k}=1, \mathrm{n}$, $\mathrm{n}-1 \leq \alpha \leq \mathrm{n}$.

Real life problems with fractional differential equations are of great importance, since fractional differential equations accumulate the whole information of the function in a weighted form. This has many applications in physics, chemistry, engineering, etc., [3]. For that reason, we need a method for solving such equations, effectively, easy to use and applied for different problems.

The main theme of this paper is to state and prove the existence and uniqueness theorem of the above fractional differential equations using Sadoviski fixed-point theorem, [4].

## 2. Basic Concepts:

In this section, some fundamental concepts necessary for this work are introduced.

### 2.1 Kuaratowski - Measure of Non Compact of Sets, [4], [7]:

Let M be a bounded set in a metric space ( $\mathrm{X}, \mathrm{d}$ ), then Kuaratowski non compactness measure $\chi$ of M ( denoted by $\chi(\mathrm{M}))$ is defined to be the infimum of the set of all numbers $\varepsilon>0$ with the property that; M can be covered by finitely many sets, each of whose diameter is less than or equal to $\varepsilon$. In other words, let X be a Banach space and A be a family of bounded sets, then $\chi: \mathrm{A} \longrightarrow$ $\mathrm{R}^{+}$,defined by :

$$
\begin{aligned}
\chi(M)= & \inf \{\varepsilon>0: M \text { admits a finite } \\
& \text { cover by set of diameter } \leq \varepsilon\}
\end{aligned}
$$

The non compactness measure have the following properties [4]:

## Remarks (1), [5]:

Let X be a Banach space over R or C . Then for all bounded subsets $M, M_{1}, M_{2}, \ldots, M_{n}$ and N of X , we have the following results :

1. $\chi(\phi)=0$.
2. $\chi(M)=0$ if and only if $M$ is relatively compact.
3. $0 \leq \chi(\mathrm{M}) \leq \operatorname{diam}(\mathrm{M})$, where $\operatorname{diam}(\mathrm{M})$ stands for the diameter of M .
4. $\mathrm{M} \subset \mathrm{N}$ implies that $\chi(\mathrm{M}) \leq \chi(\mathrm{N})$.
5. $\chi(\mathrm{M}+\mathrm{N}) \leq \chi(\mathrm{M})+\chi(\mathrm{N})$.
6. $\chi(\beta \mathrm{M})=|\beta| \chi(\mathrm{M})$, for all $\beta \in \mathrm{R}$ or C .
7. $\chi(\mathrm{M})=\chi(\overline{\mathrm{M}})$.
8. $\quad \chi\left\{\bigcup_{i=1}^{n} M_{i}\right\}=\max \left\{\chi\left(M_{1}\right), \cdots, \chi\left(M_{n}\right)\right\}$.

### 2.2 Condensing Mapping [1],[4],[8]:

Let $\mathrm{T}: \mathrm{D}(\mathrm{T}) \subseteq \mathrm{X} \rightarrow \mathrm{X}$ be an operator over a Banach space $X$. Then $T$ is called a k -set contraction if and only if, there is a number $\mathrm{k} \geq 0$, such that :

$$
\chi(\mathrm{T}(\mathrm{M})) \leq \mathrm{k} \chi(\mathrm{M})
$$

for all bounded subsets $D(T)$ of the domain $M$ and k is called the contractivity factor of T .

Also, T is called condensing if and only if $\chi(\mathrm{T}(\mathrm{M})) \leq \chi(\mathrm{M})$ for all bounded subset M of $\mathrm{D}(\mathrm{T})$ with $\chi(\mathrm{M})>0$. It is clear that every k -set contraction with $0 \leq \mathrm{k}<1$ is condensing. The next proposition is given in [4] with out details, we give the proof for completeness.

## Proposition (2):

If $\chi$ is anon compactness measure over a Banach space X , and $\mathrm{T}: \mathrm{D}(\mathrm{T}) \subseteq \mathrm{X} \rightarrow \mathrm{X}$ is any operator, then $\chi(\mathrm{T}(\mathrm{M})) \leq \mathrm{k} \chi(\mathrm{M})$ if and only if $\|T x-T y\| \leq k\|x-y\|$, for all bounded subsets $M$ of $D(T)$ and all $\mathrm{x}, \mathrm{y} \in \mathrm{D}(\mathrm{T})$, where $\|\cdot\|$ stands for the maximum norm.

## Proof:

Let $\chi: \mathrm{A} \rightarrow \mathrm{R}^{+}$, where A the family of bounded subset of X . By definition of the non-compactness measure, we have:

$$
\begin{aligned}
\chi(\mathrm{M})= & \inf \{\varepsilon>0 \mid \mathrm{M} \text { admits a finite } \\
& \text { cover by sets of diameter } \leq \\
& \varepsilon\}
\end{aligned}
$$

where $\mathrm{M} \in \mathrm{A}$ and $\mathrm{N}_{\mathrm{i}}$ be the cover of M with $\operatorname{diam} \leq \varepsilon$.

Also, we have :

$$
\operatorname{diam}\left(\mathrm{N}_{\mathrm{i}}\right)=\sup \left\{\mathrm{d}(\mathrm{x}, \mathrm{y}) \mid \mathrm{x}, \mathrm{y} \in \mathrm{~N}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}\right\}
$$

and let
$\sup \left\{\mathrm{d}(\mathrm{x}, \mathrm{y}) \mid \mathrm{x}, \mathrm{y} \in \mathrm{N}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}\right\} \leq \varepsilon=\mathrm{d}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$
Hence :

$$
\chi(\mathrm{M})=\inf \left\{\mathrm{d}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)>0 \mid \mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}} \in \mathrm{~N}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}\right\}
$$

Let:

$$
\begin{aligned}
\inf \left\{\mathrm{d}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)\right. & \left.>0 \mid \mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}} \in \mathrm{~N}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}\right\} \\
& =\mathrm{d}\left(\mathrm{x}_{\mathrm{i}}^{0}, \mathrm{y}_{\mathrm{i}}^{0}\right)
\end{aligned}
$$

$\chi(M)=d\left(x_{i}^{0}, y_{i}^{0}\right)$, for all $x_{i}^{0}, y_{i}^{0} \in N_{i}$
Hence $\chi(\mathrm{T}(\mathrm{M}))=\mathrm{d}\left(\mathrm{Tx}_{\mathrm{i}}^{0}-\mathrm{Ty}_{\mathrm{i}}^{0}\right)$
Now if $\|x-y\|=|x-y|$, then:

$$
\begin{aligned}
& \chi(\mathrm{M})=\mathrm{d}\left(\mathrm{x}_{\mathrm{i}}^{0}, \mathrm{y}_{\mathrm{i}}^{0}\right)=\left|\mathrm{x}_{\mathrm{i}}^{0}-\mathrm{y}_{\mathrm{i}}^{0}\right|=\left\|\mathrm{x}_{\mathrm{i}}^{0}-\mathrm{y}_{\mathrm{i}}^{0}\right\| \\
& \begin{aligned}
\begin{array}{l}
\mathrm{T}(\mathrm{~T}(\mathrm{M}))
\end{array} & =\mathrm{d}\left(\mathrm{Tx}_{\mathrm{i}}^{0}, \mathrm{Ty} y_{\mathrm{i}}^{0}\right) \\
& =\left|\mathrm{Tx}_{\mathrm{i}}^{0}-\mathrm{Ty}_{\mathrm{i}}^{0}\right|=\left\|\mathrm{Tx}_{\mathrm{i}}^{0}-\mathrm{Ty}_{\mathrm{i}}^{0}\right\|
\end{aligned}
\end{aligned}
$$

Therefore $\quad \chi(\mathrm{T}(\mathrm{M})) \leq \mathrm{k} \chi(\mathrm{M}) \quad$ which $\quad$ is equivalent to $\left\|\mathrm{Tx}_{\mathrm{i}}^{0}-\mathrm{Ty} \mathrm{y}_{\mathrm{i}}^{0}\right\| \leq \mathrm{k}\left\|\mathrm{x}_{\mathrm{i}}^{0}-\mathrm{y}_{\mathrm{i}}^{0}\right\|$.

Now, we are in a position to state Sadoviski fixed-point theorem, which plays an important rule in the next section in the proof of the existence and uniqueness theorem of fractional differential equation.

### 2.3 Sadoviski Fixed-Point Theorem, [4]:

Suppose that:

1. M is a non empty, closed, bounded and convex subset of Banach space X.
2. The operator $\mathrm{T}: \mathrm{M} \subseteq \mathrm{X} \longrightarrow \mathrm{X}$ is condensing.
Then T has a fixed point.

## 3. Existence of Solutions of Fractional Differential Equation:

Existence of solutions of fractional differential equations are of great importance in practical applications of fractional differential equations. The statement of the existence theorem is as follows:

## Theorem (3):

Consider the fractional differential equation:

$$
\mathrm{D}^{(\alpha)} \mathrm{y}(\mathrm{x})=\mathrm{F}(\mathrm{x}, \mathrm{y}(\mathrm{x}))
$$

where $y\left(x_{0}\right)=0, \alpha \in(0,1)$, where $D^{(\alpha)}$ represent the fractional derivative in operator form of order $\alpha$ and suppose that $\Omega$ is an open subset of $\square \times C\left[x_{0}, \beta\right]$ and $f: \Omega \rightarrow R^{n}$ be a continuous and bounded function, then for any $\left(\mathrm{x}_{0}, 0\right) \in \Omega$, there exist a solution to the fractional differential equation (1) which passes through $\left(\mathrm{x}_{0}, 0\right)$.

Then

## Proof:

Applying $D^{-\alpha}$ operator to the both sides of equation (1), gives:

$$
\mathrm{y}(\mathrm{x})=\mathrm{D}^{-\alpha} \mathrm{F}(\mathrm{x}, \mathrm{y}(\mathrm{x})), \mathrm{y}\left(\mathrm{x}_{0}\right)=0
$$

The differential equation (2) may involve Riemann-Liouville formula of fractional order $0<\alpha<1$, which takes the form:

$$
\mathrm{y}(\mathrm{x})=\frac{1}{\Gamma(\mathrm{~m}-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\mathrm{~F}(\mathrm{u}, \mathrm{y}(\mathrm{u}))}{(\mathrm{x}-\mathrm{u})^{\alpha-\mathrm{m}+1}} \mathrm{du}
$$

which is a singular Volterra integral equation, where $\Gamma(M-\alpha)$ stands for the gamma function and $\mathrm{x} \neq \mathrm{u}$.

Now, let us define the following set:

$$
I_{\beta}=\left\{x \in R: x_{0} \leq x \leq \beta\right\}
$$

where $\beta \in \square$ and suppose that $F$ is a bounded function at $\left(x_{0}, 0\right)$, that is, there exist $a$ constant $\mathrm{m} \in \square^{+}$, such that:

$$
\left\|F\left(x_{0}, 0\right)\right\|_{\infty} \leq m
$$

where $\|\cdot\|_{\infty}$ stands for the essential bounded norm.

Let:
$M=\left\{y(x) \in C\left[x_{0}, \beta\right]: y\left(x_{0}\right)=0\right.$ and $y(x)$ is bounded $\}$
and define the transformation $\mathrm{T}: \mathrm{C}\left[\mathrm{x}_{0}, \beta\right] \subseteq$ $\mathrm{M} \longrightarrow \mathrm{M}$, as follows:
$y(x)= \begin{cases}\frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x} \frac{F(u, y(u))}{(x-u)^{\alpha-m+1}} d u, & x \in I_{\beta}, x \neq u \\ 0, & x=x_{0}\end{cases}$
Now, by construction $M$ is closed, bounded and convex subset of $\left[x_{0}, \beta\right]$. Also, $M$ is convex, since if we let $y_{1}(x), y_{2}(x) \in M$,then:

$$
\mathrm{y}_{1}(\mathrm{x}) \in \mathrm{C}\left[\mathrm{x}_{0}, \beta\right], \mathrm{y}_{1}\left(\mathrm{x}_{0}\right)=0
$$

where $C\left[x_{0}, \beta\right]$ stands for the set of continuous function on $\left[x_{0}, \beta\right]$,

$$
y_{2}(x) \in C\left[x_{0}, \beta\right] \quad y_{2}\left(x_{0}\right)=0
$$

To prove that:

$$
\mathrm{z}(\mathrm{x})=\lambda \mathrm{y}_{1}(\mathrm{x})+(1-\lambda) \mathrm{y}_{2}(\mathrm{x}) \in \mathrm{M}
$$

Where $\lambda \in[0,1], \mathrm{x} \in\left[\mathrm{x}_{0}, \beta\right]$
so that, $z(x) \in C\left[x_{0}, \beta\right]$ and $z\left(x_{0}\right)=0$.
Since $y_{1}(x), y_{2}(x) \in C\left[x_{0}, \beta\right]$ and the linear
combination of continuous functions is also a continuous function, hence [6] :

$$
\begin{equation*}
\mathrm{z}(\mathrm{x}) \in \mathrm{C}\left[\mathrm{x}_{0}, \beta\right] \tag{2}
\end{equation*}
$$

and also:

$$
\begin{aligned}
\mathrm{z}\left(\mathrm{x}_{0}\right) & =\lambda \mathrm{y}_{1}\left(\mathrm{x}_{0}\right)+(1-\lambda) \mathrm{y}_{2}\left(\mathrm{x}_{0}\right) \\
& =\lambda * 0+(1-\lambda) * 0=0
\end{aligned}
$$

hence $z(x) \in M$, such that, $M$ is a convex set.
Moreover, to prove that T is a condensing map, one can prove $\chi(\mathrm{T}(\mathrm{M})) \leq \mathrm{k} \chi(\mathrm{M})$ (which is from proposition (2)) equivalent to:

$$
\|\mathrm{Tx}-\mathrm{Ty}\|_{\infty} \leq \mathrm{k}\|\mathrm{x}-\mathrm{y}\|_{\infty}
$$

for all bounded subsets $M$ of $D(T)$ and all $x, y \in D(T)$.Now:

$$
\begin{aligned}
& \left\|\mathrm{Ty}_{1}(\mathrm{x})-\mathrm{Ty}_{2}(\mathrm{x})\right\|_{\infty}=\| \frac{1}{\Gamma(m-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\mathrm{~F}\left(\mathrm{u}, \mathrm{y}_{1}(\mathrm{u})\right)}{(\mathrm{x}-\mathrm{u})^{\alpha-m+1}} \mathrm{du} \\
& -\frac{1}{\Gamma(m-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\mathrm{~F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)}{(\mathrm{x}-\mathrm{u})^{\alpha-m+1}} \mathrm{du} \|_{\infty} \\
& =\| \frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x}\left(\frac{F\left(u, y_{1}(u)\right)}{(x-u)^{\alpha-m+1}}() d u\right. \\
& \left.-\frac{\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)}{(\mathrm{x}-\mathrm{u})^{\alpha-m+1}}\right) \mathrm{du} \|_{\infty} \\
& \leq \frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x}\left\|\frac{F\left(u, y_{1}(u)\right)-F\left(u, y_{2}(u)\right)}{(x-u)^{\alpha-m+1}}\right\|_{\infty} d u \\
& \leq \frac{1}{\Gamma(\mathrm{~m}-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\left\|\mathrm{~F}\left(\mathrm{u}, \mathrm{y}_{1}(\mathrm{u})\right)-\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)\right\|_{\infty}}{\|\mathrm{x}-\mathrm{u}\|_{\infty}^{\alpha-\mathrm{m}+1}} \mathrm{du} \\
& \forall \mathrm{x} \in\left[\mathrm{x}_{0}, \beta\right], \mathrm{x} \neq \mathrm{u}
\end{aligned}
$$

Since F is a continuous function on a compact set $\Omega$ which means that it is uniform continuous.
Thus, giving any $\varepsilon>0$, we can find $\delta>0$, such that:

$$
\left|\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{1}(\mathrm{u})\right)-\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)\right|<\varepsilon
$$

whenever $\left|y_{1}-y_{2}\right|<\delta$.
and letting $\varepsilon=\delta$, then equivalently we can let:

$$
\left|\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{1}(\mathrm{u})\right)-\mathrm{F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)\right|<\left|\mathrm{y}_{1}(\mathrm{u})-\mathrm{y}_{2}(\mathrm{u})\right|
$$

hence:

$$
\begin{aligned}
& \left\|\mathrm{Ty}_{1}(\mathrm{x})-\mathrm{Ty}_{2}(\mathrm{x})\right\|_{\infty} \leq \frac{1}{\Gamma(\mathrm{~m}-\alpha)} \\
& \int_{x_{0}}^{x} \frac{\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty}}{\|(x-u)\|_{\infty}^{a-\infty+1}} d u \\
& \leq \frac{1}{\Gamma(m-\alpha)}\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty} \\
& \sup _{\mathrm{X}_{0} \leq \mathrm{u} \leq \mathrm{x}} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{1}{\|\mathrm{x}-\mathrm{u}\|_{\infty}^{\alpha-m+1}} \mathrm{du} \\
& =\frac{c}{\Gamma(m-\alpha)}\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty} \\
& =k\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty}
\end{aligned}
$$

Thus $\quad \chi(\mathrm{T}(\mathrm{M})) \leq \mathrm{K} \chi(\mathrm{M})$
Hence from Sadoviski fixed point theorem, T has a fixed point.
Therefore equation (2) has a solution, as well as (1).

## 4. Uniqueness Theorem for Fractional Differential Equations:

Uniqueness is a complementary task to the aspect of existence of solutions in differential equations in general and in fractional differential equation in particular. Therefore, the next theorem discusses the uniqueness of solutions of fractional differential equations.

## Theorem (4):

Let $\Omega$ be an open subset of $\mathrm{R} \times \mathrm{C}\left[\mathrm{x}_{0}, \beta\right]$ and suppose that $\mathrm{f}: \Omega \rightarrow \mathrm{R}^{\mathrm{n}}$ be a continuous function and $\mathrm{F}(\mathrm{x}, 0)$ be Lipschitzian with respect to second argument in every compact subset of $\Omega$. If $\left(x_{0}, 0\right) \in \Omega$, then the fractional differential equation has a unique solution which passes through $\left(\mathrm{x}_{0}, 0\right)$.

## Proof:

Consider $I_{\beta}=\left\{x \in R: x_{0} \leq x \leq \beta\right\}$ and let $y_{1}(x), y_{2}(x)$ be two solutions of the fractional differential equation (1) which has an equivalent Volterra functional integral equation on $\left[\mathrm{x}_{0}, \beta\right]$ with $\mathrm{y}_{1}\left(\mathrm{x}_{0}\right)=\mathrm{y}_{2}\left(\mathrm{x}_{0}\right)=0$. Hence:

$$
\begin{aligned}
& \left\|\mathrm{y}_{1}(\mathrm{x})-\mathrm{y}_{2}(\mathrm{x})\right\|_{\infty}=\| \frac{1}{\Gamma(\mathrm{~m}-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\mathrm{~F}\left(\mathrm{u}, \mathrm{y}_{1}(\mathrm{u})\right)}{(\mathrm{x}-\mathrm{u})^{\alpha-\mathrm{m}+1}} \mathrm{du}- \\
& \frac{1}{\Gamma(\mathrm{~m}-\alpha)} \int_{\mathrm{x}_{0}}^{\mathrm{x}} \frac{\mathrm{~F}\left(\mathrm{u}, \mathrm{y}_{2}(\mathrm{u})\right)}{(\mathrm{x}-\mathrm{u})^{\alpha-\mathrm{m}+1}} \mathrm{du} \|_{\infty} \\
& =\| \frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x}\left(\frac{F\left(u, y_{1}(u)\right)}{(x-u)^{\alpha-m+1}}-\frac{F\left(u, y_{2}(u)\right)}{(x-u)^{\alpha-m+1}}\right) d u \\
& \leq \frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x}\left\|\frac{F\left(u, y_{1}(u)\right)-F\left(u, y_{2}(u)\right)}{(x-u)^{\alpha-m+1}}\right\|_{\infty} d u \\
& \leq \frac{1}{\Gamma(m-\alpha)} \int_{x_{0}}^{x} \frac{k\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty}}{\|x-u\|_{\infty}^{\alpha-m+1}} d u \\
& \leq \frac{1}{\Gamma(m-\alpha)}\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty} * \sup _{x_{0} \leq \leq x} \int_{x_{0}}^{x} \frac{1}{\|x-u\|_{\infty}^{\alpha-m+1}} d u \\
& \leq \frac{k \beta c}{\Gamma(m-\alpha)}\left\|y_{1}(u)-y_{2}(u)\right\|_{\infty}
\end{aligned}
$$

we can choose $\frac{k \beta c}{\Gamma(m-\alpha)}<1$ for $x \in I_{\beta}$ and should be as small as possible to ensure that:

$$
\frac{\mathrm{k} \beta \mathrm{c}}{\Gamma(\mathrm{~m}-\alpha)}\left\|\mathrm{y}_{1}(\mathrm{u})-\mathrm{y}_{2}(\mathrm{u})\right\|_{\infty}<\varepsilon
$$

Hence $\mathrm{y}_{1}(\mathrm{x})=\mathrm{y}_{2}(\mathrm{x}), \forall \mathrm{x} \in \mathrm{I}_{\beta}$.
Thus, there exists a unique solution for fractional differential equation.

## 5. Concluding Remarks:

1. Up to the best of our knowledge, the statement and proof of the existence and uniqueness theorem using Sadoviski fixed point theorem have not been discussed before.
2. We recommend studying new types of equations, which is the so called fuzzy fractional differential equations.
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$$
\begin{aligned}
& \text { المستخلص : } \\
& \text { الهدف الرئيسي لهذا البحث هو للبيان وبر هان } \\
& \text { نظرية الوجود والوحدانية للمعادلات التفاضلية ذات الرتب } \\
& \text { الكسرية بالاعتماد على واحدة من أهم نظريات التحليل الدالي }
\end{aligned}
$$

$$
\begin{aligned}
& \text { على تعريف ريمان -ليوفيل في اشنقاق للتكاملات الكسريبة }
\end{aligned}
$$

