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Abstract

The main theme of this paper is to design a full-order non-linear dynamic observer for
estimating the state space estimator from its non-linear input-output dynamic control system.

The quadratic Lyapunov function stabilization approach has been developed and the sufficient
conditions for existence the dynamic observer for some class of non-linear input-output dynamic
system have been presented and discussed. Illustrations are presented to demonstrate the validity of

the of the presented procedure.

Introduction

Sometimes all state space variables not
available for measurements or it is not
practical to measure all of them, or it is too
expensive to measure all state space
variables.[5]

The concept of observability allong with
controllability first introduced by Kalman [2]
plays an important role in both theoretical and
practical concepts of modern control.

Observability  of a system as
conceptualized by Kalman fundamentally
answers the question whether it is possible to
identify any state x(t)at time t in the state
space by observing the output y(t,t,)to a
given input u(t,t,)over a finite time
intervalt, —t (t, >t).

Luenberger observer [5] is essentially a
full-order observer, the state variables of
which give a one-to-one estimation of the
linear dynamical system state variables.

In [1] the observer provides a smooth
velocity estimate to be used by a trajectory
tracking controller. The observer, controller
and manipulator from a system where the
observer error as well as the position and
velocity tracking error tend to zero
asymptotically.

In [7], the authors have consider a class of
uncertain non-linear control system, and its
controllability and stablizabilty

xm=(2in]x(t>+2quiui<t>+Zfi<x> (1)
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Where x(t) is n-state space, u(t) is m-
control signals which belong to a class of
piecewise continuous function.

f.(x):R" > R"to be continuous vector
valued function,qie R'is a vector of uncertain
parameter, A eR™ , B, eR™™ ; i=01...r
are constant matrices.

Consequently [7], the Lyapunove function
that stabilize a class of a non-linear system can
be obtained easily from the result of nominal
linear dynamic system and under some
assumption both Lyapunove function of linear
and non-linear dynamic system are obtained to
be identical.

The work of this paper, focuses on the full
order dynamic state observer for the uncertain
non-linear control system

10304 0+ Lasuw+ ¥ 60
y(t) =Zp:cjxj +g(x) such thatzplcjxj =c'x

where x(t)is n-state vector,y(t)is n —output
vector u(t)is m-control signals which belongs
to a class of piecewise continuous function
g(x), f,(x);i=12...,r are non-linear vector
functions, respectively of dimensions nand p

AeR™, B eR"™ and c'eR™
i=04,...,r are constant matrices.

The following definitions and theorems are
needed later on.



Definition
The system
X = AX
y =Cx
where X is n-state vector, y is m-output
vector, AeR™ ,C eR™"is constant matrix,
is said to be observable if every state x(t)can

be determined from the observation of
y(t) over a finite time interval t <t<t,.

Definition
A (vector-valued) function f(x) is said to be
Lipschitz function if there exists a constant L

such that for all x,,x, e R" the following
inequality holds ||f (x,) - f (x,)| L[, = X,|

In this case L is said to be the Lipschitz
constant of f .

Theorem
The system is described by
X = Ax+Bu
y =Cx
Where (A,C) is observable means the
dynamic system is observability if and only if
the observability matrix constant matrices is
completely state observability if and only if
the observability matrix [CT:CTA:.--iCTA™*] has
full rank equal to .(+ denoted to conjugate
transpose matrix ).

Theorem

If all eignvalues of the system x=Ax,
where AeR™ is a constant matrix have
negative real parts then the solution of this
system is asymptotically stable ( exponentially
stable ).

Lemma
Let A be a symmetric matrix and let
.. (A) and A_ (A) be the smallest and largest

eignvalue of A, respectively,
then 2., (X" < x" Ax< 4, (A , vxeR"

where | =Zn:|xi|2 , X is the i-the component

of x.

Remark
The Euclidean norm of marix can be
defined as :

”A” = (ZZ|aii|2)llz

)
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where |a,| is the absolute value of the
matrix coefficient a;.

Problem Formulation
Consider the non-linear dynamical control
system described as follows:

x'(t)=[Zini]x(t>+Zquiui(t)+2 (0

P P
y(t)=>c,x;+g(x) such thatd ¢ x; =c'x t ..(2)
j=1 j=1

x(0) = X,

Where x(t) e R" is unmeasurable state
vector (see introduction [5]), u(t) is the control
input and y(t) e R" is the output vector.

Suppose that the matrices A,B and C' are
constant matrices g(x(t)), f (x(t)) ,i=12,,..r
are non-linrear vector functions, respectively
of dimensions n and p.

Then a dynamical state observer of non-
linear dynamical control system (2) is
constructed as follows :

i) Zan i+ 380 + 160k -¢ 5 g0

Where the observed state is denoted by
X(t), and k, is the observer gain matrix.

Define e(t) =x(t) = RX() ..oovvrrrrerireeeeiiininne 4)
e(t) is the dynamical error between the
actual state and state observer X(t)

The dynamical error in state observer (4)
of non-linear dynamical control
system((2),(3)) has the following dynamic
equation:

e'(t){[iqiﬁxj—kecqe<t)+2[fi (0~ 0]k [90)-9(®)]

r
i=1

and as the following the linear part of
equation (5)

e'(t){[gqiﬁxj—ked}e(t) ................................ (6)
&(0) = X(0) = K(0) worrr oo ™

If the dynamic behavior of dynamical error
(5) is a symptotically stable, then the
dynamical error (5) will tend to zero with an
adequate speed as the time tend to infinite then
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the state x(t) given in (2) will converge to the
state observer X(t).

Lemma
Consider the linrear dynamical control
system

() =(§r;qiajx(t>+iqisiui(t>
y(© = ¢ x(0)

satisfied the following conditions (Zr:in ,ch

is observable matrices and
9,=1,0,>0 ,i=12...,r are arbitrary, and let as
the dynamical observer by

i=(XaA fior Yau koo
Then the state observer has the dynamical
obsever state exponentially stabilization.

Proof :
Let e(t) = x(t) — X(t) from equations (8),(9)
we have

8(t) = qu Aj— ke }e(t) e (10)

with initial condition e(0)=e.  has the

solution

et)=e eprZr:qi A ) -k’ }t

Due to the observability condtions of
system (8) the matrix

Kiqip\j—kecﬂ is Hurwitz stable matrix

eprZq, A] -k’ }t

where HHl is Eucledian norm and HHZ is

lect)l, =e.],

2

stable matrix norm
since KZinj— kecT} is asymptotically

stable thus there exist positive numbers
o, M, such that
e, < e, exol-et]
= )], < pexp[-at]
since « , pare positive numbers
Then e, >0 as t—o  and
le)], =0 (exponentially)

where 1= p o||eo||l

hence
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= x(t) — x(t) (exponentially stabilizable)
e X(t) = X(t) as t > 0.

Theorem
Consider the linear dynamical system (8)

() =(2in)x(t)+2quiui(t)

p
y() =2 cx,
j=1
x(0) = x,
where xeR",ueR™, yeR?, AeR™,
BeR™, 6 CeR™
and the state variables are not available for
measurement .

Consider the observer of linear dynamical
control system (9)

0= LaA 0+ SaBu0+klo-'s

X(0) = X,
satisfied the following conditions

1. KXM}CT} of linear dynamical system

(8) is completely state observer

2. The uncertain condition q =1,¢,>0 ; i=12...r
are arbitrary

3. The observer gain k, selected such that

Kiinj—kecT} is asymptotically stable

matrix
4. The Riccati equation

(en) oo ef(E1n) 2

as a unique positive definite solution P
for arbitrary positive definite matrix Q

5. assuming the Lyapunove
V=% = (X=0"PX=X) 1hen the dynamical
error is asymptotically stable via observer gain Ke

function

Proof :
Consider the linear dynamical system (8)

() =(2q¢\jx(t)+2qi8iui(t)

p p
yt) =D cx, suchthat  C™x=>"¢,x,
j=1 j=t
x(0) = x,

the state observer of linear dynamical
control system (8) is given as follows (9)

0-(aA i+ Lagu+kbo-c'd



%(0) = %
Let e(t) = x(t) — X(t)
We have dynamical error in state observer

(9) of linear dynamical control system (8) is
obtained to subtract (8) from (9) as follows

8(t) = Kgqi/’xj— k,c” }e(t) } ................. (10)

e(0)=e,
To examine the stability of e(t), we consider
the following quadratic Lyapunove function

V(e(t)) =e’ (t)Pe(t)
thus

[ e g
g g
e[ e o) o]

since (iin'CTJ is observable matrices

and hence KZinj—kecT} stabilizable (see

Remark (2) [2] )
hence the following equation has a unique
positive definite solution P such that

Hiin‘j_kecT} p+pK2inJ_kecT}__Q .......... @)
Thus from equation (6)
V(e)=—e'Qe ; Q is positive

solution and then V(e)<0 , Vet
since
V(e)=e"Pe>0, (P=P" >0) and V(e) <0
and of V(e)=e"Pe -0
as |e|—>0when as|e|—0

The error dynamic system (10) is
asymptotically stable via observer gain k,

Thus x(t) = X(t) as t — «.

definite

Theorem
Consider the linear dynamical system (2)

x'(t)=[2in\jx(t)+Zquiui(t)+Z fL00

P
y(t)=C"x+g(x) suchthat C'x= chxj
j=1

x(0) = x,
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where xeR",ueR™, yeR", AeR™,
BeR™, CeR™,
f:R" >R",g:R">R"

Consider the observer of linear dynamical
control system (2) is given in equation (3)

0= aA i+ 3080+ lio-c'- o)

X(0) =X,

satisfied all the conditions (1,2,3,4 and 5) in
theorem (2) and two conditions as the
following

The non-linearity function

f.(x):R">R"; i=12,...,r and
g(x):R" — R" are assumed to be Lipschitz
condition with Lipschitz constant
L;;i=12,...,r and respectively
ie, Y|t f@<XL|x-%] . L>
and [g(x)-g(R)|<L|x-%| , L>0, %eR"
" _ ﬂ’min (Q)
f HZLJ L} *21,.(P)

Then the dynamical error (5)

&(t) {[Zqu kc}e(t +Z )-f.(9]-k.[9() - 9(R)]

is asymptotically stable via observer gain
parameter k., .

Proof:
The linear dynamical system (2)

0304 0+ Lagu o+ 3 10

y(t)=C'x+9(x)

x(0) = x,

The state observer of non-linear dynamical
control system (2) is given as follows (3)

k(t) = (iinijx(t) £y aBu M+ Y h00+

k.V() - (0 - CTx - g(x)]
X(0) = X,
The dynamical error instate observer (3) of

non-linear linear dynamical control system is
obtained to subtract (2) from (3) as follows:

e(t) = Kgin‘j_ kecT}e+

S 00 —, (0] k. [9(x) - 9(%)]

i=1
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Let e(t) = x(t) — X(t)

Now, we consider the following quadratic
Lyapunove function

For examining the stability of e(t)

Let vie)=e'Pe  V(0)=0, V(e)>0
And V(e)=¢é"Pe+e"Pé

:.v‘(e):H(Zqiﬁxj—kecqe(twi[fi(x)— fi(@]—ke[g(x)—gm]] Pe
+eTP{Kiqi/\j—kecT}eawi[fi(x)—fi(ﬁ)]—ke[g(x)—g(ﬁ)]}

:>V(e) = H:[quA‘j_ kecT:l e’ (t)+ z[f‘ (x)-f, ()A()]T _ keT [Q(X) B g()A()]T ]Pe
- P{HZMJ_ kEcT}“)*Z[f 0 0]k o - g(ﬁ)]}

o[ rofgonpe]

{i[fi(x)— (R -k, 9 - g(i)]T}Pe +

i=1

¢’ P{i[fi () - f,(®)]-k,[900) - g(x)]}

by using theorem (2) we have

V()= —eTQe+{[Z[fi (-1 w]j ~k'g00- g(@T}P%

eTP{i[f.(x)— fL(0]-k,[900- g(ﬁ)]}

=V (e) =—eTQe+{2[fi (-1, (ﬁ)]} Pe-+e’ P{Z[fi (-1, m]}—

fk.(000 -9 Pe+ [k, (a0 - a(0)le P}
but
{Z[f,(x) - f,(f()]} Pe+eTP{Z[f‘(x) - f,(f()]} 2|P| el

- fm‘

i=1

<P[fel 1100 £

<ef el el[ 31 -

<alellef{3;1

since Zr“”fi (x)- f,(%)| is satisfied Lipschitze

condition and

[k.(900 - g Pe+e"Plk, (900 - 9 (0)]<2[ P [e] Ik, (900 - g ()
<2|P[ [efux-4|
<2L[P|fef
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=V s-eQer2|pllef{ 3L |-2uplef

i=1

I

<2 @lel +3[ S0 |-t e @l
s(— A Q)+ 2[[2 Lij— L} . (P)J el

on using Lemma(1) and condition (2) , we
=V (e)<0
Since P is unique positive definite solution
and it is clear that V(e)>0, V(0)=0 and by
=V(e)<0 we have conclude that error
dynamic system (5) is asymptotically stable
via observer gain parameter
t — o0 as x(t) = X(t) Thus

get

Algorithem

Step(1). Consider the linear and non-linear
dynamical system (8)-(2) with respectively.

Step(2). Check the pair (Xq.A.,CTj is

observable
Step(3). Check
conditions

31,09 1,

the following Lipschitz

<YL x-%
i=1

la(x)—g(x)|<L|x-%| for teR,
xeR"
And design the observer dynamic by (9)-(3)
Step(4). Select K, that makes

Kiqiaj—kecT}asymptotically stable by

using pole placement (see[3])
Step(5). Let  the dynamic
e(t) = x(t) — X(t) and e'(0) = ¢,

error

&) =[(2q.ﬁ\j—kecﬂe+2[f. 001,00}k, [900- 9]

e(0) =e,
Step(6). Set V(t)=V(e(t))=e' (t)Pe(t) k,

where P is the unique positive definite
solution of

Kginij—kecT} P+PK§MJ—M}=—Q

for arbitrary positive definite matrix Q



\ lmin (Q)
Step(7). Check KZ Lij— k, L} < 2P

where > L, L and k, are found in step(3),

i=0
step(4) with respectively and A (Q)

denotes the smallest eigenvalue of Q,
Ao (P) denotes the largest eigenvalue of P.
Illustration (1)

Consider the linear dynamical control
observation error description

0 {[iqi/\j—kecﬂea)

where ¢ =1, q,,q,>0; forn=2 gives the
matrices
A3 a0 ao[t o
°__2 _12x2 , __1 _32x2 , _2 12><2
c’ =[1 1L2

where q =1, g, =1,

2 11
Zin:q°A°+q1A+q2A2:A°+A1+2A2:|:1 _2:|

g, =2 ; where

Let us examine state observability of the
matrix

(_Zz‘,qiﬁs . CTj , Notice that

rank [(CT JiAT(cT )T]: rank E _OJ:Z

—the vectors ('), A(CT)  are
independent and the rank of the matrix
)z A ()] is two

= [Zzlini , ch is observable .

Then, the system is completely state
observable

= Kiin j - kecT} is asymptotically stable

(see problem formulation)
Now, by using the formula

(ZinJ—kecT} =-E,, such that E,, is

arbitrary diagonal matrix.
(-1 1Y) (k, 2 0
e )
1 -2) (k, 0 3
~1-k, 1-k, -2 0
- =
1-k, -2-k, 0 -3

Shatha S. Sejad

is diagonal matrix

=[]
~|(Zea)-

we have , é(t) = [_02 _03} e(t)

Now, find the positive defined solution

is stable matrix

21 22

p:r’“ Pﬂ} of the following algebraic

equation
-2 0 P11 p12 Pll PlZ -2 0 10
g --Q ; Q=
0 -3||P, P,| [P, P,|]| O -3 01
- _2P11 _2P12 4 _2P11 _3P12 _ -1 0
-3P, -3P, -2P, —-3P, 0 -1

and thus we have

Pu:% ) P12:O ' P21:0 ) Pzzzé
set the Lyapunove function V(e)=e'Pe,
1o
where p=|4
1
0 =
6
1o
V=l e]* |
0 =
6
e
V(e)= {l
eZ
1

V(e):zel e = V(e) =0.25¢," +0.1666666¢,"

=V (e) positive defined function and have

the system (10) is stabilized by using
Lyapunove V (e) and observer gain k,

In example (1) we apply the proceeding
main theorem (2) and we find Linear
Dynamical control observation error (5) is
asymptotically stabilizable .

Now, we illustrate the proceeding main
theorem (3), we consider the non-linear
dynamical control observation error.

Ilustration (2)
where g(x), f,(x) ;i=12 are non linear

vector functions and
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AleR2 ,

and
Kiqi Aj -k’ }: {_02 _03} is stable matrix

f(x)= {0.0stin x} ot :{

¢c'eR? :i=012

—0.2cosx

0.05x -0.02 cosx}

and g(x)=@ are defined on the region
D={t.x)eR:|t|<1,|x|<0.01}
[, (x) = . (%) =0.03x sin x — 0.03%sin X +
10.05x - 0.05%]|
SH@(O.OB;)((sinx) [x-%

+

0.05|| x — |
< (0.03 x| [cosx] + 0.03Jsinx| ) | x -] +
0.05]x -]
<0.0803 | x %]
= Lipschitz constant L, =0.0803
If, (x) —f,(X)|| =|—0.2cosx + 0.2cosK||+

|-0.02cosx +0.02cosX||

< “—5(‘0-2""”) [ x=] + 0.02] x—]

OX

<0.2 | x—%|+0.02 | x—%
<0.22 | x-X
= Lipschitz condition L, =0.223

[x]

5

[

_|1 _|'s
and g(x) k, _L} = k,g(x) = M
5

-en-a-[ -2 -1

2 .

= lbd-I 1]
2 .

=5 [x-%
5

= L=2-04
5

finally, we can discussed the condition
(3222

as the following
22 (P)
since the matrix P:{

0

0.25
been
0.1666666

0
found by solution
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-2 07, -2 0] 10
o oo e e ]

we have 4 (P)=0.25 and A, (Q)=1
since L, =0.0803 , L,=022 , L=04

[(Ex)+]

the condition KZ Lij— L}

the system (4) is asymptotically stable in the
large  using the Lyapunove function
V (e) =0.25¢,* +0.1666666e,”

=V (x—X) =0.25¢,° +0.1666666¢,

— 00997 < Jm (@ _,
24_(P)

<’1mi"—(Q) is satisfied
22 (P)

‘max

Conclusion

o Sufficient conditions were given for the
design observers for a class of non-linear
system

e This system is characterized by non-linear
functions which are Lipschitz in nature.
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